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According to the discussion in the RAN2#114e meeting [1], RAN2 made the following agreements on the enforcements in RAN for the survival time requirements:
Agreements
1. RAN2 does not assume that physical HARQ-NACK messages are always available, i.e. RAN2 will not mandate explicit HARQ-NACK feedback
2. Given the application message size range under study, RAN2 will not optimize the ST design based on case of segmentation of message into multiple TBs. (This does not preclude the use of RLC segmentation; instead, it rules out optimizations for the case with RLC segmentation) 
3. Following entry into the Survival Time state, PDCP duplication for ST configuration is activated.  The gNB pre-configures which RLC entities can be activated for duplication when entering ST state.  FFS the number of supported RLC entities.  
4. RAN2 will at least continue working and discussing the HARQ NACK solution.  Details are FFS.  
RAN2 also made the following agreement [2] while selecting the survival time definition provided by the SA2:
	· Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.


According to the survival time definition provided by SA2 [3], the survival time is considered as “as a maximum time in units of “time” where each unit corresponds to the data burst periodicity defined in TSCAI in Rel-16”. The SA2’s understanding in [3] is quoted as follows:
	The Survival Time in TSCAI may be expressed, assuming cyclic traffic of the deterministic application:
1. as a maximum time in units of “time” where each unit corresponds to the data burst periodicity defined in TSCAI in Rel-16; or
1. as a maximum number of consecutive data burst transmission failures, where a data burst corresponds to a single application message.
i) and ii) are intended to be equivalent in determining the application’s tolerance to loss.


In this contribution, we provide some general design principles for the solutions fulfilling the survival time requirement.
Discussion
Survival time requirement
According to the offline discussion summary [4] in the RAN2#113e meeting, there are two steps to fulfil the survival time requirement:
· Step 1 (including 11 solutions): Monitoring of survival time state
· Step 2 (including 4 solution categories): Action after entering survival time state
The intention of step 1 is to detect/count the packet loss, and the intention of step 2 is to avoid consecutive packet loss. After the UE enters the survival time state, the UE can take certain actions (e.g. PDCP duplication, change L1/L2 parameters and report the failure to the gNB as given in [4]) to avoid the intolerable consecutive errors. 
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According to the Table quoted from TS 22.104 [5] and the survival timer definition given by SA2 [3], the survival time could be more than one period/interval of the traffic. This means that if there is only one packet loss, the UE should not enter the survival time state to take excessive scheduling strategies, as the excessive scheduling strategy as given in Step 2 would consume more network resources or take over the resource allocated for other services. Thus, the solutions of monitoring the survival time state should be able to count consecutive packet loss.
Observation 1: The UE can tolerate more than one consecutive application packet loss before entering the survival time state.
From our understanding, no matter which option (i.e. either timer-based or counter-based) is selected by RAN2, the UE should not be forced to enter the survival time state when there is only one application packet loss. Thus, the solution to trigger the entering of the survival time state should be able to count the number of consecutive packet loss.
Proposal 1: The UE should be able to count the number of consecutive packet loss.
According to the email discussion in [Post115-e][513][IIoT] QoS survival time [6], most companies consider that “CG retransmission scheduling (addressed by CS-RNTI) can be used for Survival Time state triggering”, and “N HARQ-NACKs are as Survival Time state trigger”. However if the “N HARQ-NACKs” as Survival Time state trigger are for the same HARQ process, the Survival Time state trigger is only able to count 1 application packet loss.
Observation 2: if the “N HARQ-NACKs” as Survival Time state trigger are for the same HARQ process, the Survival Time state trigger is only able to count ONE application packet loss.
Assuming RAN2 agreed to use the HARQ-NACK to count more than one consecutive application packets loss and each MAC PDU only contains only one application packet, if the UE receives two HARQ-NACKs for two HARQ processes, the two HARQ-NACKs could be used to count two consecutive application packets loss, each loss from one HARQ process.
Proposal 2: The “N HARQ-NACKs” as Survival Time state trigger can be from different HARQ processes.
Conclusions
According to the analysis given above, we have the following observations and proposals:
[bookmark: _Toc502437832]Observation 1: The UE can tolerate more than one consecutive application packet loss before entering the survival time state.
Observation 2: if the “N HARQ-NACKs” as Survival Time state trigger are for the same HARQ process, the Survival Time state trigger is only able to count ONE application packet loss.
Proposal 1: The UE should be able to count the number of consecutive packet loss.
Proposal 2: The “N HARQ-NACKs” as Survival Time state trigger can be from different HARQ processes.
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Table 5.2-1: Periodic deterministic communication service performance requirements

Characteristic parameter

Influence quantity
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