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1	Introduction
This paper is revision of R2-2108567, and there are some technical changes as below:
· In section 2.2, the analysis on minimum value of delay is removed
· In section 2.3 and 2.4, proposals are updated

In Rel-16, SA2 introduced QoS monitoring mechanism, and it is applied for packet delay measurement. As defined in [1], the packet delay between UE and PSA UPF is a combination of the RAN part of UL/DL packet delay as defined in [2] and UL/DL packet delay between NG-RAN and PSA UPF.
According to [2], the RAN part of UL/DL packet delay measurement comprises some parts, and these parts refer to average values defined in [2] and [3]. When deploying the Rel-16 QoS monitoring solutions in our networks, we observed some issues and we would like to provide our analysis as well as solutions in this paper.
2	Discussion
2.1	Issues on average values 
As defined in [2], the calculation procedure of DL packet delay is listed as below:
The RAN part of DL packet delay measurement comprises:
-	D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552 [2] 5.1.1.1.1.
-	D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552 [2] 5.1.3.3.3.
-	D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552 [2] 5.1.3.3.2.
-	D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552 [2] 5.1.3.3.1.
In [4], NG-RAN uses the PDU Session User Plane Protocol for transmitting UL/DL Delay Results to 5GC.
According to the 38.314, the RAN delay is defined (shown in section 5), and the parts of delay are measured and reported periodically. As defined in 38.331 and some RAN3 specifications, the report interval of Dx of packet delay measurement is also defined (shown in section 5). 
The delay measurement is an important KPI for 5G networks, e.g. URLLC services. In our opinion, the usages are as below:
1) Industry business requirements. In industrial PLC control scenarios, services must send data within a specified period to control devices. Otherwise, the service may fail or down. The service needs to observe the delay of each segment of the network
2) Problem identification. If the user experience is very bad, it is essential to identify problem and find the root reason. The delay measurement is one of the most important KPI, and then the network should be able to know the delay of each part for the data transmission, e.g. UE-RAN, RAN-CN, CN-Server
3) Optimization of networks. Similar as other KPIs (data rate, data loss rate), there are long-term monitoring of these KPIs, and then the network can be optimized in terms of coverage, capacity and etc

For usage 2) problem identification, we think that the current average values are not sufficient, and the reasons are as below:
As we mentioned during Rel-16 MDT discussions, most of packets may be normal and the delay values are small, and only few packets have large or very large values. Secondly, for delay components, there is anyway a time period for collecting delay values for all packets and an average value is calculated. In conclusion, the final value is not able to reflect the bad packets.

For example, it is assumed that the measurement period for D1 is 10 seconds, and there are 5000 PDCP data packets during the period. If 10 packets have 20ms delay (for each packet), and the other packets have 0.01ms delay (for each packet). Here is the calculation:
Average D1 value: 	around 0.05ms. it is calculated by (10*20+4990*0.01)/5000=0.04998 ms
Since the average D1 value is 0.05ms and it is quite small, the value will be added as part of DL delay and the final result will be ok. However, the 10 packets are hidden and will never be identified by the network. The consequence is that when the user experience is impacted due to large delay, it is very hard for the network to identify the 10 bad packets. In our opinion, it is not reasonable to only rely on average values.

One argument may be that if the measurement period can be set to a small value (e.g. 10ms), the samples of data packets will be small, so the “bad” packets could be identified. In other words, with setting small measurement period, the accuracy of E2E delay measurement will be improved. However, we think this argument may bring some problems, such as:
· For D1, the UE will generate D1 values periodically. With small period, it leads to more UE complexities and signalling overhead (because the UL RRC message will be sent frequently)
· For delay components other than D1, it requires lots of extra resources for network, e.g. computing resources, storage resources. In addition, lots of signallings (CP/UP) will be generated between different network entities
· In general, the measurement period is sensitive to both UE and network, and it is a trade off between the accuracy of E2E delay measurements and complexities/overhead

In conclusion, we do observe that there are some drawbacks for average values for QoS monitoring. We list our observations as below:
Observation 1: The delay measurement is an important KPI for 5G networks, and it is mainly used for problem identification and optimization of networks.
Observation 2: For problem identification, it is essential to identify problem and the network should be able to know the delay of each part for the data transmission.
Observation 3: The Rel-16 average values for QoS monitoring can not identify bad packets.
Observation 4: Small measurement periods for QoS monitoring bring complexities and extra signallings for both UE and networks sides.
Observation 5: With Rel-16 QoS monitoring mechanism, the effect of problem identification is compromised as it is very likely that the final delay measurements are good even if some data packets have large delays.

Based on the above observations, we think it may bring critical problem in some URLLC scenarios, e.g. smart port, smart factory. So we propose to consider some solutions to solve the issues, and the next sections provide more details.
Among all delay components, D1 is collected by the UE and other components are collected by the network. So the enhancements of D1 measurements are addresed in this paper.

2.2	Maximum value of delay
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]For the bad packets as mentioned in section 2.1, we think the packets with large delay values should be identified and be visible at the network sides. From network point of view, we see the following benefits for maximum values of delay measurements:
1) Max values are useful for delay measurement monitoring, network layer delay demarcation and locating. For example, the target delay is 20ms from the network point of view, and according to the reported data from the UE side, the average delay is 3 ms, but the maximum delay is 200 ms. In this way, it is straightforward to identify where the problem occurs
2) It is beneficial to collect the delay value of bad packets in addition to average values. Otherwise there may be gaps between real QoS experiences and the reported delay measurements
3) Operators may want to see such extreme values for more information as they are the key factors for problems

The maximum delay can be either the maximum one or N maximum values among the delay components. For example for D1, the UE is to collect such delay values and send to the network via relevant RRC signalling.
Proposal 1: It is proposed RAN2 to agree on maximum value for D1.

2.3	Histogram of packet delay
For a measurement period, the delay values may spread in a wide range, and then it is beneficial for the operators (carriers or vertical industry customers) to get more details, e.g. the histogram of packet delay. The reasons are as below:
1) Operators can obtain the overall network status based on the delay distribution chart and take measures to prevent network delay deterioration based on the distribution change. For example, the delay distribution changes from 10 ms-20 ms (90%) to 40 ms-50 ms (80%). In this case, operators need to quickly locate the root cause and perform optimization.
2) The cause of the maximum delay is similar to that of 2.2. When a network delay problem occurs, carriers can quickly locate the problem delay point based on the delay distribution, facilitating fault demarcation and location.

Regarding how the histogram of packet delay works, here we provide an example:
· The network can configure some ranges, e.g. 0ms – 1ms, 1ms – 5ms, 5ms – 10ms, 10ms – 100ms, 100ms – 1s, above 1s, and send then to the UE for D1 measurements
· After the UE receives the configuration from the NW, the UE performs measurements. For each measurement period, the UE counts the number for each range and thus the ratio information is also generated
· The UE finalizes the histogram of packet delay and report it to the network, e.g. 0ms – 1ms (80%), 1ms – 5ms (20%), 5ms – 10ms (0%), 10ms – 100ms (0%), 100ms – 1s (0%), above 1s (0%)

[bookmark: OLE_LINK35][bookmark: OLE_LINK36]Proposal 2: It is proposed RAN2 to agree on reporting of the histogram of D1, i.e. the network can configure some ranges for D1, and then the UE collects and reports the delay results to the network.

2.4	Packet reliability
The histogram of packet delay in section 2.3 shows an enhancement of D1 delay. In some cases, operators may be interested in the entire network delay on a certain level.

Currently, the standard defines some packet reliability measurements, e.g. the data loss rate. The drawback is that it is only about the packet loss and error packet scenarios, but it cannot measure the required service delay. Assumed that the QoS of a service requires a network delay of 20 ms, if a data packet is sent within 30 ms, the packet may be still counted as a normal packet.
For packet reliability, we think it should be defined to reflect the status of transmission delay, and our solution is as below:
· During a period, the packets go through 3GPP networks can be grouped
· There is X for the targeted delay, e.g. X=20ms
· There is also Y for the percentage of packets which are equal or less than X for the delay
· With X and Y, operators will know the packet reliability and then act correspondingly. Assumed that the threshold is 99%, if the Y is 80%, it means some packets are not meeting the packet delay requirements, so the packet reliability is not good

We think the new packet reliability KPI is important and it can accurately reflect the actual transmission status of data packets. So we would like RAN2 to consider this measurement.
[bookmark: OLE_LINK2][bookmark: OLE_LINK3]Proposal 3: It is proposed RAN2 to agree on the packet reliability measurement for D1, i.e. it reflects the percentage of packets which meet the targeted delay.

3	Conclusion
[bookmark: OLE_LINK1]In this paper, we provide our analysis on some new L2M measurements. Firstly, we have the following observations regarding Rel-16 E2E packet delay measurements:
Observation 1: The delay measurement is an important KPI for 5G networks, and it is mainly used for problem identification and optimization of networks.
Observation 2: For problem identification, it is essential to identify problem and the network should be able to know the delay of each part for the data transmission.
Observation 3: The Rel-16 average values for QoS monitoring can not identify bad packets.
Observation 4: Small measurement periods for QoS monitoring bring complexities and extra signallings for both UE and networks sides.
Observation 5: With Rel-16 QoS monitoring mechanism, the effect of problem identification is compromised as it is very likely that the final delay measurements are good even if some data packets have large delays.

And then, we have the following proposals:
Proposal 1: It is proposed RAN2 to agree on maximum value for D1.
Proposal 2: It is proposed RAN2 to agree on reporting of the histogram of D1, i.e. the network can configure some ranges for D1, and then the UE collects and reports the delay results to the network.
[bookmark: _GoBack]Proposal 3: It is proposed RAN2 to agree on the packet reliability measurement for D1, i.e. it reflects the percentage of packets which meet the targeted delay.
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5	Annex
TS 38.314 v16.2.0 definition on RAN part of packet delay:
	The RAN part of DL packet delay measurement comprises:
-	D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552 [2] 5.1.1.1.1.
-	D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552 [2] 5.1.3.3.3.
-	D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552 [2] 5.1.3.3.2.
-	D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552 [2] 5.1.3.3.1.
---------skip part of texts-------
The RAN part (including UE) of UL packet delay measurement comprises:
-	D1 (UL PDCP packet average delay, as defined in clause 4.3.1.1).
-	D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2).
-	D2.2 (average RLC packet delay, as defined in 4.2.1.2.3).
-	D2.3 (average delay UL on F1-U, it is measured using the same metric as the average delay DL on F1-U defined in TS 28.552 [2] clause 5.1.3.3.2).
-	D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4).




TS 38.331 v16.3.1 definition on delay measurement configuration:
	ul-DelayValueConfig
If the field is present, the UE shall perform the actual PDCP queueing delay measurement per DRB as specified in TS 38.314 [53] and the UE shall ignore the fields reportQuantityCell and maxReportCells. The applicable values for the corresponding reportInterval are (one of the) {ms120, ms240, ms480, ms640, ms1024, ms2048, ms5120, ms10240, ms20480, ms40960, min1,min6, min12, min30}. The reportInterval indicates the periodicity for performing and reporting of UL PDCP Delay per DRB measurement as specified in TS 38.314 [53].



RAN3 definition on delay measurement configuration:
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	M6 Report Interval
	M
	
	ENUMERATED (ms120, ms240, ms480, ms640, ms1024, ms2048, ms5120, ms10240, ms20480, ms40960, min1,min6, min12, min30,…)
	



