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1	Introduction
During RAN2#113-bis-e meeting, RAN2 discussed QoE pause/resume mechanism and achieved the following agreements:
	· “QoE pause” indication from the network is used to temporarily stop QoE reports from being sent from the UE to the network. Application layer behaviour upon UE receiving “pause/resume” indications is out of RAN2 scope.
· The following are options considered by RAN2 for QoE report handling during RAN overload via “QoE report pause indication”:
Option 1: Application layer is responsible for storing QoE reports when the UE receives QoE pause indication.
Option 2: AS layer is responsible for storing QoE reports when the UE receives QoE pause indication.
Option 3: The QoE container received from application layer is discarded during pause.



The topic was discussed further during RAN2#114-e during which RAN2 summarized advantages and disadvantages of each option and decided to consults other WGs by sending an LS in [1], before making a decision. RAN2 received several replies to this LS, some of which contain additional questions RAN2 needs to answer.
2	Discussion	
2.1	Reply from SA4
SA4 provided their feedback in [2] where they indicated that application layer buffering of QoE data during pause is feasible and it offers high capacity of application layer memory. On the other hand, SA4 points out it may happen that a user terminates the service during pause which would then cause application layer entity incapable of sending the reports any more. SA4 further clarifies that this issue can be addressed by SA4 in future release.
Observation 1: Based on SA4 reply, application layer buffering of QoE data during QoE pause is feasible and offers high capacity of storage memory.
Observation 2: SA4 indicates that in case an application is terminated during pause, then it may not be possible to send the reports after resume any more. SA4 can address this issue in future release.
However, SA4 did not express their preference thus far and asked RAN2 several additional questions which are supposed to help them in doing that:
	1. What is the expected typical duration of a temporary stop – e.g., in the order of minutes or perhaps much longer, say hours? As per-session QoE reports are typically sent relatively seldom (at the end of each session or say every few minutes for longer sessions), we would expect that a temporary stop lasting about half an hour should not require additional AS layer storage beyond the supported buffer size limitation, e.g., 64 kB as indicated for Option 2.
2. In case a temporary stop can last for a very long time (e.g., hours), are there any mechanisms already defined or being considered at the RAN side to ensure that subsequent resumption of delivery of potentially a large volume of buffered QoE reports, upon recovery from RAN overload, will not trigger RAN overload recurrence?
3. Will pausing of QoE reporting during RAN overload effectively help the RAN, given that the average QoE load per application is <100 bits/sec?



· Considerations on Q1: When it comes to the duration of the overload situation, it is rather hard to predict it as it may vary depending on its cause. However, overload situations lasting more than 30 minutes are definitely feasible. Moreover, they may often happen in situations where QoE collection is especially useful, e.g. during mass events such as concerts, football matches, conferences etc.
· Considerations on Q2: There are already several mechanisms that can be used to prevent an overload to be caused by the surge of QoE reports upon QoE resume, e.g.:
· QoE reports are sent over SRB4 which can be set to priority lower than any user data and will not impact user experience and data QoS in that situations.
· QoE pause can be sent by the network gradually to different UEs, i.e. it does not have to be sent to all UEs at the same time.
· If needed, QoE pause can be also sent per QoE configuration of the UE, so that QoE reports can be resumed gradually per service and not for all services of the UE at the same time.
· Considerations on Q3: On one hand, considering the average throughput generated by QoE, the already available mechanisms (i.e. putting QoE reports on lower priority SRB4, having a possibility to release a QoE configuration if needed) can be sufficient and QoE pause mechanism is rather an optimization. On the other hand, the problem may be not with the average throughput, but rather a peak throughput required at the time of sending large QoE reports. Furthermore, there can be multiple applications running at the UE and generating QoE reports simultaneously, leading to further increase of traffic caused by QoE.
Based on the considerations above, the following is observed:
Observation 3: Overload situations longitude is hard to predict, but overloads lasting more than 30 minutes are definitely feasible. Moreover, they may often happen in situations where QoE collection is especially useful, e.g. during mass events such as concerts, football matches, conferences etc.
Observation 4: There are already several mechanisms that can be used to prevent an overload to be caused by the surge of QoE reports upon QoE resume, e.g.:
· QoE reports are sent over SRB4 which can be set to priority lower than any user data and will not impact user experience and data QoS in that situations.
· QoE pause can be sent by the network gradually to different UEs, i.e. it does not have to be sent to all UEs at the same time.
· If needed, QoE pause can be also sent per QoE configuration of the UE, so that QoE reports can be resumed gradually per service and not for all services of the UE at the same time.
Observation 5: Considering the average throughput generated by QoE, the already available mechanisms can be sufficient and QoE pause mechanism is an optimization. On the other hand, the problem may be not with the average throughput, but rather with a peak throughput required at the time of sending large QoE reports. Furthermore, there can be multiple applications running at the UE and generating QoE reports simultaneously, leading to further increase of traffic caused by QoE.
The reply LS based on the consideration and observations above is provided in an Annex at the end of this contribution.
It should be also noted that RAN2 LS to SA4 triggered another question from SA4 which was sent to SA5 in [3]. SA4 indicates a discrepancy in SA5 specifications:
	Specifically, TS 28.404 indicates that the UE must continue ongoing recording and storage of QoE data measurements during the entirety of the temporary stop. On the other hand, TS 28.405 indicates that the UE should halt further recording upon the application layer measurements (e.g., QoE measurements) having filled the report container.



It is then unclear whether upon having received the pause indication, the UE keeps on recording measurements throughout the duration of the session or only until its current report container is filled. This in turn has an impact on the storage capacity that may be required for QoE pause.
Observation 6: There is an ambiguity in SA5 specifications with respect to the intended application layer behaviour during QoE pause which has an impact on the storage capacity that may be required for QoE pause. 
2.2	Reply from SA5
SA5 provides their reply in [4], where they indicate that option 3 (i.e. the QoE container received from application layer is discarded during pause) should be eliminated as the QoE reports should not be discarded during QoE pause as operators would lose valuable data otherwise. When it comes to options 1 and 2, SA5 leaves the decision to RAN2 and SA4, but notes some benefits of option 1 such as larger memory in application layer.
Observation 7: SA5 suggests to eliminate option 3 and leaves the decision of selecting between option 1 and 2 up to RAN2 and SA4, while noting the benefit of larger memory size availability in option 1.
2.3	Further steps for QoE pause in RAN2
So far only SA5 provided a clear answer to RAN2 LS where they indicated slight preference toward option 1, i.e. QoE storing at application layer. There is still a pending reply from SA3 to RAN2 LS which can probably be expected only during RAN2#117-e meeting in January 2022. Also, the feedback from SA4 is dependent on further clarifications from RAN2 and SA5 for the questions asked in [2]. On top of this, the discrepancy in SA5 specifications, as outlined in [3], has to be clarified for RAN2 to be able to make an informed decision. Therefore, it seems there is nothing RAN2 can do except providing the replies to SA4 question at the moment. While waiting for additional feedback, RAN2 should further consider the usefulness and benefit of this mechanism in general, taking into consideration that, as indicated by SA4, the average QoE load per application is very low, while RAN already has means to deal with overload situations if really needed, i.e. setting SRB4 to low priority or release all or some of QoE configurations. 
Proposal 1: Considering the current feedback from SA4, especially indicating that the average throughput generated by QoE is very low, RAN2 should reconsider whether QoE pause/resume mechanism is really urgent/needed. 
2.4		Other considerations related to pause/resume
In an LS from RAN3 in [5], RAN3 includes the following agreement and request:  
	2) RAN3 considered a mobility scenario where the QoE reporting is paused at UE by the source gNB and agreed that the pause status information should be transferred to target gNB during handover preparation. RAN3 thereby requests RAN2 to consider including pause status information in an appropriate inter-node RRC message.



HandoverPreparationInformation message already contains UE’s current RRC configuration within sourceConfig field. RAN2 has already agreed during SI phase that QoE pause/resume indications are sent via RRC message. The most straightforward way is to simply include them in the RRC configuration of QoE and it would then automatically be available to the target node during handover or UE context retrieval via HandoverPreparationInformation message.
Proposal 2: QoE pause/resume indication is included in the RRC configuration of QoE (which means it is provided to the target node during handover or UE context retrieval via HandoverPreparationInformation message).
Another question that RAN2 still needs to answer is whether this indication is per QoE configuration or common for all QoE configurations. In our opinion, there is a clear benefit of having a possibility to send pause/resume indications separately for each QoE configuration, i.e. thanks to this the network has a possibility to resume QoE measurements gradually after the overload situation, avoiding a situation where there is a sudden surge of QoE reports from the UE. At the same time, there is no additional complexity at all as compared to having a single indication for all QoE configurations. 
Observation 8: Per QoE configuration pause/resume indication gives a network a possibility to resume QoE measurements gradually after the overload situation, avoiding a situation where there is a sudden surge of QoE reports from the UE. At the same time, there is no additional complexity at all as compared to having a single indication for all QoE configurations.
Based on this, we propose to agree the following:
Proposal 3: QoE pause/resume indication can be sent by the network with per QoE configuration granularity.
3	Conclusions
The following observations are made within the document:
Observation 1: Based on SA4 reply, application layer buffering of QoE data during QoE pause is feasible and offers high capacity of storage memory.
Observation 2: SA4 indicates that in case an application is terminated during pause, then it may not be possible to send the reports after resume any more. SA4 can address this issue in future release.
Observation 3: Overload situations longitude is hard to predict, but overloads lasting more than 30 minutes are definitely feasible. Moreover, they may often happen in situations where QoE collection is especially useful, e.g. during mass events such as concerts, football matches, conferences etc.
Observation 4: There are already several mechanisms that can be used to prevent an overload to be caused by the surge of QoE reports upon QoE resume, e.g.:
· QoE reports are sent over SRB4 which can be set to priority lower than any user data and will not impact user experience and data QoS in that situations.
· QoE pause can be sent by the network gradually to different UEs, i.e. it does not have to be sent to all UEs at the same time.
· If needed, QoE pause can be also sent per QoE configuration of the UE, so that QoE reports can be resumed gradually per service and not for all services of the UE at the same time.
Observation 5: Considering the average throughput generated by QoE, the already available mechanisms can be sufficient and QoE pause mechanism is an optimization. On the other hand, the problem may be not with the average throughput, but rather with a peak throughput required at the time of sending large QoE reports. Furthermore, there can be multiple applications running at the UE and generating QoE reports simultaneously, leading to further increase of traffic caused by QoE.
Observation 6: There is an ambiguity in SA5 specifications with respect to the intended application layer behaviour during QoE pause which has an impact on the storage capacity that may be required for QoE pause. 
Observation 7: SA5 suggests to eliminate option 3 and leaves the decision of selecting between option 1 and 2 up to RAN2 and SA4, while noting the benefit of larger memory size availability in option 1.
Observation 8: Per QoE configuration pause/resume indication gives a network a possibility to resume QoE measurements gradually after the overload situation, avoiding a situation where there is a sudden surge of QoE reports from the UE. At the same time, there is no additional complexity at all as compared to having a single indication for all QoE configurations.
Based on these observation a reply LS to SA4 is provided in an Annex below and the following proposals are made:
Proposal 1: Considering the current feedback from SA4, especially indicating that the average throughput generated by QoE is very low, RAN2 should reconsider whether QoE pause/resume mechanism is really urgent/needed. 
Proposal 2: QoE pause/resume indication is included in the RRC configuration of QoE (which means it is provided to the target node during handover or UE context retrieval via HandoverPreparationInformation message).
Proposal 3: QoE pause/resume indication can be sent by the network with per QoE configuration granularity.
A draft reply LS to SA4 is also provided in the Annex below.
References
[1] R2-2106775, LS on QoE report handling at QoE pause, Source: RAN2
[2] S4-211290, LS Reply on QoE report handling at QoE pause, Source: SA4
[3] S4-211234, LS on TS 28.404/TS 28.405 Clarification, Source: SA4
[4] S5-214519, Reply LS on QoE report handling at QoE pause, Source: SA5
[5] R3-214477, LS on RAN3 agreements for NR QoE, Source: RAN3



Annex – Draft reply LS to SA4
3GPP TSG RAN2 Meeting #116-e 	R2-210xxxx
Online, 1 – 12 November 2021					
										
[bookmark: OLE_LINK4][bookmark: OLE_LINK2]Title:	Further reply on QoE report handling at QoE pause
Response to:	S4-211290 
Release:	Rel-17
Work Item:	NR_QoE-Core

Source:	RAN2
To:	SA4
Cc:	SA3, SA5
Contact Person:	
Name:	Dawid Koziol
E-mail:	dawid.koziol@huawei.com 


Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org 	


1. Overall Description:
RAN2 thanks SA4 for their LS in S4-211290 and for the replies to RAN2 questions contained therein.

RAN2 discussed the additional questions posed by SA4 and would like to provide the following replies:
· SA4 question 1: “What is the expected typical duration of a temporary stop – e.g., in the order of minutes or perhaps much longer, say hours? As per-session QoE reports are typically sent relatively seldom (at the end of each session or say every few minutes for longer sessions), we would expect that a temporary stop lasting about half an hour should not require additional AS layer storage beyond the supported buffer size limitation, e.g., 64 kB as indicated for Option 2.”
RAN2 reply to Q1: RAN2 would like to indicate the duration of the overload situation is hard to predict as it may vary depending on its cause. However, overload situations lasting more than 30 minutes are definitely feasible. Moreover, they may often happen in situations where QoE collection is especially useful, e.g. during mass events such as concerts, football matches, conferences etc.
· SA4 question 2: “In case a temporary stop can last for a very long time (e.g., hours), are there any mechanisms already defined or being considered at the RAN side to ensure that subsequent resumption of delivery of potentially a large volume of buffered QoE reports, upon recovery from RAN overload, will not trigger RAN overload recurrence?”
RAN2 reply to Q2: There are already several mechanisms that can be used to prevent an overload to be caused by the surge of QoE reports upon QoE resume, e.g.:
· QoE reports are sent over SRB4 which can be set to priority lower than any user data and will not impact user experience and data QoS in that situations.
· QoE pause can be sent by the network gradually to different UEs, i.e. it does not have to be sent to all UEs at the same time.
· If needed, QoE pause can be also sent per QoE configuration of the UE, so that QoE reports can be resumed gradually per service and not for all services of the UE at the same time.

· SA4 question 3: “Will pausing of QoE reporting during RAN overload effectively help the RAN, given that the average QoE load per application is <100 bits/sec?”
RAN2 reply to Q3: On one hand, considering the average throughput generated by QoE, the already available mechanisms (i.e. putting QoE reports on lower priority SRB4, having a possibility to release a QoE configuration if needed) can be sufficient and QoE pause mechanism is rather an optimization. On the other hand, the problem may be not with the average throughput, but rather a peak throughput required at the time of sending large QoE reports. Furthermore, there can be multiple applications running at the UE and generating QoE reports simultaneously, leading to further increase of traffic caused by QoE.


2. Actions:
To SA4 group.
[bookmark: OLE_LINK9]ACTION: 	RAN2 respectfully asks SA4 to take the above information into account for their further discussions and to provide further feedback on QoE pause/resume mechanism.

3. Dates of next TSG-RAN WG2 meetings:
RAN2#116-bis-e	17 – 25 January 2022			Online
RAN2#117-e 	21 February – 3 March 2022			Online
