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1	Introduction
Support for MBMS was introduced to E-UTRAN in Release 9 via single frequency network mode of operation (MBSFN), which could be provided on a same frequency layer as regular unicast. In NR multicast services are to be supported as well as broadcast services, but these are not provided via MBSFN
in RAN2#114-e we agreed:
One-to-one mapping between G-RNTI and MBS session is supported in NR MBS. Other mappings FFS 
One-to-one mapping between G-CS-RNTI and MBS session is supported in NR MBS. Other mappings FFS.
A UE can support multiple G-RNTIs/G-CS-RNTIs, It is FFS whether this depends on UE capability. Inform RAN1 of this agreement.
Multiple MBS QoS flows corresponding to the same MBS session can be mapped to one or more than one MBS radio bearers.
MCCH is mapped to the DL-SCH for NR MBS delivery mode 2. 
MTCH is specified for PTM transmission of NR MBS.
MTCH is mapped to the DL-SCH. 
DTCH is reused for PTP transmission of NR MBS.
FFS if there is a need to have specific LCID spaces for the used channels. 
Multiplexing/de-multiplexing of different logical channels associated with the same G-RNTI is supported for NR MBS. 
FFS if Multiplexing/de-multiplexing of different logical channels associated with the same G-CS-RNTI is supported for NR MBS. 
Multiplexing/de-multiplexing of different logical channels associated with the C-RNTI is supported for NR MBS.
For NR MBS delivery mode 2, LTE SC-PTM DRX scheme is used as baseline.
FFS whether For PTM transmission of NR MBS, DRX scheme is independent of DRX for unicast transmission, e.g. supported on a per G-RNTI basis
FFS whether For PTP transmission, DRX operation for unicast transmission is reused
MBS specific SIB is defined to carry MCCH configuration.
MCCH contents should include information about broadcast sessions such as G-RNTI, MBS session ID as well as scheduling information for MTCH (e.g. search space, DRX). L1 parameters that need to be included in MCCH are pending further RAN1 progress and input.
Postpone the discussion on whether dedicated MCCH configuration is required until RAN1 makes progress on BWP/CFR for MCCH.
Indication of an MCCH change due to modification of an ongoing session’s configuration (including session stop) is provided with an explicit notification from the network  (provided that RAN1 confirms a separate bit for this purpose can be accommodated in the MCCH change notification DCI, in addition to a bit for session start notification). FFS on whether this notification can be reused for modification of other information carried by MCCH, if any.
FFS whether the possibility of UE missing an MCCH change notification needs to be addressed or can be left to UE implementation.
At least in case RAN1 decides to utilize RNTI other than MCCH-RNTI for MCCH change notification, MCCH change notification is sent in the first MCCH monitoring occasion of each MCCH repetition period.
We support single MCCH (in this release)
 
3	Group Notification and RACH
3.1	Details of PCCH group notification design
As it is possible easily to indicate multicast service identity in the same paging message as unicast paging and we assume that there won’t be very frequent notifications for multicast services we think we could start the design just by reusing the existing paging formula and then if later found we can easily modify paging formula for multicast paging. When reusing the existing paging formula with different paging identity for multicast services, paging occasions of different services will not be the same, which should even the load on PCCH.  
Proposal 1: There is no need to shift group paging to avoid colliding with unicast paging
Another issue with group paging is that many UEs would start PRACH procedure simultaneously. This would need some sort of handling to avoid congestion on PRACH resource. The PRACH resources configured in SIB1 are configured for a typical unicast load in a cell when PRACH transmissions are distributed over time more evenly. If there are too few PRACH resources, then random-access procedures are likely to fail due to collisions. On the other hand, configuring too much PRACH resources all the time (statically) would be wasteful. The number of UEs that joined an MBS multicast session can change quite dynamically, which means that the network would need to update system information frequently if it wants to keep the PRACH resources in proportion to the number of UEs that may respond to the group paging. The frequent system information updates would impact at least all UEs interested in MBS assuming that MBS SIB carries PRACH configuration for the group paging. 
Regarding use cases for group notification requiring possible lots of accesses that would not tolerate delays could be e.g. public safety scenario where one should not cause additional excessive delay due to PRACH congestion.
Observation: There are use cases (e.g. public safety) which does not tolerate excessive delays caused by PRACH overload.
RAN2 has agreed that 
Provided RAN3 confirms, paging for multicast activation notification is used in the relevant legacy POs for the UEs with deactivated multicast session(s).
RAN2 not to prioritize addressing of PRACH capacity issue due to group notification.

As the UE is allowed to decode PCCH on any occasion (e.g. for system information change notifications etc. purposes) it cannot be guaranteed that UEs would only initiate access for multicast once it receives the paging message indicating multicast session start. So there is no way for network distribute RACH accesses by  distribute notifications for different POs as there is no way to ensure UEs would be distributed.
Observation: in Rel-15 UE is allowed to decode PCCH from which ever PO and thus NW cannot distribute PRACH load by using different time instants (POs) to indicate start of multicast service 
So in order to have some tool in the network to control PRACH load for multicast group notifications we propose:
Proposal 2: UE will not respond to group notification unless it is sent in the UEs unicast PO
3	Conclusion
In this paper we discussed IDLE/INACTIVE operation for multicast and broadcast services and came to following observations and proposals:
Proposal 1: There is no need to shift group paging to avoid colliding with unicast paging
Observation: There are use cases (e.g. public safety) which does not tolerate excessive delays caused by PRACH overload.
Observation: in Rel-15 UE is allowed to decode PCCH from which ever PO and thus NW cannot distribute PRACH load by using different time instants (POs) to indicate start of multicast service 
Proposal 2: UE will not respond to group notification unless it is sent in the UEs unicast PO



