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Introduction
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]In the previous RAN2 meeting, some of the RAN1 led objectives from the WID in [1] were discussed, and the report was provided in [2]. 
However, there was no conclusion in [2] regarding the L2 buffer size for support of DL TBS of 1736 bits for HD-FDD UEs.
Additionally, the proposal for L2 buffer size requirements 16QAM is to update the working assumption from 12000 bits to 16000 bits. This proposal is based on calculations which are not aligned with earlier releases. 
For both of the above issues we present our calculations again.
This document is a resubmission of R2-2107431.
DL TBS of 1736 bits for HD-FDD UEs
It is FFS from the RAN2#113-e meeting whether to update the L2 buffer requirement for DL TBS of 1736 bits, and the email report in [2] does not provide a conclusion for the issue. The current L2 buffer requirement is based on 1000 bits TBS in both uplink and downlink, resulting in a peak rate of 2Mbps for the calculation:
	
2e6 (UL+DL for Full duplex) * 75 e-3 /8 (bits to bytes) = 18,750 Bytes ~ 20,000.



[bookmark: _Hlk50107958]For 1736 bits TBS, the peak data rate can be either ~0.82 Mbps, or ~1.02 Mbps or ~1.23 Mbps depending on whether 8, 10 or 14 HARQ processes are used. The maximum of 1.23 Mbps is calculated as follows, based on the fact that only 12 of the 14 HARQ processes contribute to the peak rate for HD-FDD.
	





As can be seen, even with the increased peak rate for HD-FDD by utilising 1736 TBS and 14 HARQ processes, this does not exceed the peak rate (UL+DL for full duplex) therefore the L2 buffer size requirement does not increase compared to the currently specified value of 20,000 if we assume the same HARQ RTT as for full duplex with 8 HARQ processes. 
	
1.23e6 * 75 e-3 /8 (bits to bytes) = 11,488 Bytes



The RTT of 75ms is based on the assumptions provided in [6] of maximum HARQ retransmission of 5, 8 HARQ processes, and RLC poll bit set every 32 TTIs, i.e. 5*8 + 32 = 72ms ~75ms.
However, according to figure 1 from [7] the RTT may not be appropriate for the case of HD-FDD with 14 HARQ processes.
[image: cid:image001.png@01D5A061.3CA1DB90]
Figure 1 (from [7]) Scheduling of HARQ ID 12 with the same RTT as Rel-14 scheduling delay

In the above figure, the HARQ retransmission is scheduled in subframe 17 to be received in subframe 19 – the actual HARQ RTT is 14 + 5 = 19ms. Furthermore, since the RLC poll trigger is based on the number of PDUs, not the number of TTIs, the RLC poll would be set every 42ms assuming that 5 out of 16 TTIs are not used for DL transmissions. 
Therefore the RTT using these updated assumptions would be 19*5 + 42 = 137.
With this in mind, the calculation should be updated as follows:
	
1.23e6 * 137 e-3 /8 (bits to bytes) = 21,064 Bytes



It is clear that this updated figure exceeds the current L2 buffer requirement, and that this may result in protocol stalling in the case that a HARQ process reaches the maximum number of retransmissions while the maximum throughput (i.e. utilisation of maximum TBS in every available DL transmission opportunity). 
However, it should be noted that this is a worst case scenario – it is unlikely that a HARQ process would reach the maximum number of transmissions while the peak rate is maintained at maximum – it is more likely that the change of radio conditions would be reported through CQI and the throughput adjusted accordingly. It is also possible to adjust the configuration e.g. to configure a more frequent RLC PDU poll trigger, to configure the RLC Byte counter poll trigger accordingly, or to configure the HARQ retransmissions to a smaller value than 5. 
Therefore, we would propose for the sake of simplicity (since increased memory implies an increased complexity/cost in the device) that the current L2 buffer requirement isn’t updated.
Proposal 1: No change to current L2 buffer size requirement (20000 bytes) for DL TBS of 1736 bits for HD-FDD UEs.
16QAM for NB-IoT
At RAN2#113-e the working assumption of 12000 bits was made for support of 16QAM in NB-IoT. However, in RAN2#114-e several companies have indicated a preference for 16000 bits, based on a calculation which is not aligned with previous releases.
In Rel-13, the L2 buffer size for Cat. NB1 is 4000 bytes, which was determined considering single HARQ operation and the expected traffic model of 1 PDCP SDU (1600 bytes) in UL and DL, and was modelled assuming RLC PDUs of 1000 bits as below [3], [4]:
L2 buffer size =   maximum downlink data rate (1000 bits) * # of RLC PDUs 
+ maximum uplink data rate (1000 bits) * # of RLC PDUs,
assuming # of RLC PDUs is 16.
Note that the above formula was just an illustration, the actual maximum DL TBS in Rel-13 is 680 bits instead of 1000 bits and the MAC overhead should also be considered.
In Rel-14, compared to Cat. NB1, the maximum TBS for Cat. NB2 was extended for both UL and DL to 2536 bits. 
During the Rel-14 discussions, it was highlighted that higher data rate or TBS did not change the traffic model and that in theory there was no need to increase the L2 buffer size. However, it was also felt that it would be beneficial to increase to some extent to allow new applications but the cost of memory should also be considered. 
Using the increased TBS in the above formula would have given a L2 buffer size of TBS in 10,144 bytes which was felt oversized and not representative of NB-IoT traffic model. Considering that the NB-IoT traffic model is essentially asymmetric (i.e. UL traffic with small DL acknowledgement or DL software update), it was sufficient to increase the L2 buffer size for only one direction at a time, this would give a L2 buffer size of 7072 ( 16 * (1000 + 2536) / 8) bytes. Finally, an intermediate value of 8000 bytes was agreed.

For Rel-17 16-QAM, according to the WID description, the maximum TBS for UL will not be changed. For DL, RAN1 has agreed to extend the maximum TBS to 4968 bits (for standalone and guard-band deployments).  Following the same principle as in Rel-14 of keeping the L2 buffer size as low as possible and considering the asymmetric traffic model, this would give a L2 buffer size of 11.936 ( 16 * (1000 + 4968) / 8) bytes. Thus we think that a L2 buffer size of 12000 bytes is reasonable.
Proposal 2: For the UE supporting 16-QAM DL, confirm the working assumption that the L2 buffer size is 12000 bytes. 

Conclusion
In this paper we have provided a summary of L2 buffer size calculations and make the following proposals:
Proposal 1: No change to current L2 buffer size requirement (20000 bytes) for DL TBS of 1736 bits for HD-FDD UEs.
Proposal 2: For the UE supporting 16-QAM DL, confirm the working assumption that the L2 buffer size is 12000 bytes. 
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