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1	Introduction
In RAN2#113e, the following agreement is made on CPAC failure handling [1].
	12  SCGFailureInformation procedure can be taken as the baseline for CPAC failure ‎handling in Rel-17 ‎scenarios.‎ 
FFS on the exact content of the message. 
FFS if time allows on further ‎enhancements to CPAC failure handling‎


[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In addition to the FFS highlighted above, whether to support CPAC co-existence with CHO and the possible scenarios considered is also FFS [2]. We further discuss the FFSs in this contribution.
2	Enhancement on CPAC and SCG failure handling
Issue 1: FFS on the exact content of the message
In RAN2#113e, RAN2 agreed to reuse the SCGFailureInformation procedure for CPAC failure handling in Rel-17 CPAC scenarios, but remains FFS on the exact content of the message.
According to the current TS 38.331 [3], the content of the SCGFailureInformation can be seen as the following.
FailureReportSCG ::=                       SEQUENCE {
    failureType                                    ENUMERATED {
                                                               t310-Expiry, randomAccessProblem,
                                                               rlc-MaxNumRetx,
                                                               synchReconfigFailureSCG, scg-ReconfigFailure,
                                                               srb3-IntegrityFailure, other-r16, spare1},
    measResultFreqList                          MeasResultFreqList                                                      OPTIONAL,
    measResultSCG-Failure                      OCTET STRING (CONTAINING MeasResultSCG-Failure)                OPTIONAL,
    ...,
    [[
    locationInfo-r16                            LocationInfo-r16            OPTIONAL,
   failureType-v1610                        ENUMERATED {scg-lbtFailure-r16, beamFailureRecoveryFailure-r16,
                                                        t312-Expiry-r16, bh-RLF-r16, spare4, spare3, spare2, spare1} OPTIONAL
    ]]
}

MeasResultFreqList ::=                   SEQUENCE (SIZE (1..maxFreq)) OF MeasResult2NR
Based on the current specification highlighted in green, the SCGFailureInformation already include the failure type, as well as the measurement results on the cells that the UE is configured to measure by measConfig. This information is enough for the NW to make decisions on handling of the SCG failure.
Observation 1: The content of the SCGFailureInformation, including the failure type and the measurement results, is sufficient enough to assist the NW makes decisions on handling of the SCG failure.
Meanwhile, further enhancement on the content of the SCGFailureInformation is within the scope of SON. Thus, we propose no further enhancement on the content of the SCGFailureInformation message for CPAC is needed.
Proposal 1: No further enhancement is needed on the content of the SCGFailureInformation message for CPAC in R17.
Issue 2: FFS on further enhancement to CPAC failure handling and the SCG failure handling
In legacy system, once the SCG failure occurs or the intra-SN CPC failure occurs, the UE initiates the transmission of SCGFailureInformation to the network, and suspend all of the SCG SRB and SCG DRB.  TheUE stops evaluating the CPC execution criteria according to the current CPC configuration in case of intra-SN CPC scenario, until a response is received from the network. Upon receiving the information from the UE, the network can either release, reestablishment or reconfigure the SCG. 
However, the SCG reconfiguration or reestablishment procedure may be time consuming, which needs some coordination between the MN and SN, and generates the new RRC Reconfiguration message.  Moreover, since the UE suspends the SCG SRB and SCG DRB before receiving a response from the network, the data transmission interruption will be introduced. 
However, once the UE is configured with CPAC configuration, there already exists at least one candidate PSCells, as well as the corresponding configurations to access the candidate PSCell.  Thus, we think some enhancement can be introduced to optimiz the legacy SCG failure handling or the CPAC failure handling to avoid the reconfiguration or reestablishment procedure from the network aspect, as well as to avoid the data interruption.
The following are the possible enhancement on the CPAC failure handling or SCG failure handling in case UE is configured with CPAC configurations. 
· Upon CPAC failure or SCG failure, the UE stops evaluating the CPAC candidates, and initiates the transmission of SCGFailureInformation to the network. Upon receiving the information from the UE, the network can trigger the UE to access other CPAC candidates directly, i.e., providing the indication of the target candidate PSCell within the CPC configuration as target cell to the UE, so that the UE can utilize the pre-configured configuration of this candidate PSCell.
Proposal 2: RAN2 to further discuss the CPAC failure handling and the SCG failure handling in case UE is configured with CPAC configurations, based on the following mechanism:
· Upon CPAC failure or SCG failure, the UE stops evaluating the CPAC candidates, and initiates transmission of SCGFailureInformation to the network. Upon receiving the information from the UE, the network can trigger the UE to access other CPAC candidates directly, i.e., providing the indication of the target candidate PSCell within the CPC configuration as a target cell to the UE.
3	Coexistence of CPAC and CHO
One of the objectives of R17 WI [4] is to support scenarios which are not addressed in Rel-16 mobility WI.  This also includes the scenarios that were discussed but not agreed in Rel-16 due to lack of time. In Rel-16 mobility enhancement, the coexistence of conditional handover and conditional PSCell addition/change at the UE was discussed, but not agreed due to lack of time. Thus the configuration of CHO and CPC simultaneously was not supported in R16 specifications and it was left to the network implementation (e.g., OAM) to avoid the scenario [3] [5]. 
During the study in Rel-17, some companies expressed their support for this leftover scenario from Rel-16. The need to apply the conditional handling of PCell change does not rule out the need for conditional handling of PSCell.  It is possible to support configurations of both conditional handover and conditional PSCell addition/change initiated by the MN, or SN for a UE at a given time.
As for the coexistence of MN initiated CPAC, SN initiated CPAC and CHO, the possible scenarios are summarized as following.
	Scenario 1: 
	Allow the NW to configure  Rel-16 CPC, CHO and R17 CPAC to a UE simultaneously, but the UE either performs PCell change or PSCell change which met the execution condition. 

	Scenario 2: 
	Allow to provide conditional reconfiguration message which can order the UE to perform HO with PSCell change/addition. 


Considering the above two scenarios of coexistence of CPAC and CHO, scenario 1 has few UE impacts , and only requires some enhancement from the network perspective, e.g., may need the network to make some coordination to guarantee the maximum number of candidate cells configured to the UE. However, for scenario 2, additional enhancement is required for both the UE and network. Thus, we propose RAN2 to consider the scenario 1 only in Rel-17.
Proposal 3: RAN2 to consider the scenario 1 only in Rel-17 if time allowed.
· Scenario 1: Allow the NW to configure Rel-16 CPC, CHO and R17 CPAC to a UE simultaneously, but the UE either performs PCell change or PSCell change which met the execution condition.
However, considering the limited time budget of Rel-17, if scenario 1 cannot be supported in Rel-17, we think RAN2 should agree that R17 MN initiated CPAC and SN initiated CPAC cannot be supported simultaneously. Since further enhancement is required to make the coordination to support the MN initiated CPAC and SN initiated CPAC configured simultaneously. 
Proposal 4: If scenario 1 cannot be supported in Rel-17, RAN2 should agree that the simultaneous configuration of CHO and CPAC is not supported in Rel-17. 
3	Conclusion
In the previous sections, we made the following observations and proposals:
Observation 1: The content of the SCGFailureInformation, including the failure type and the measurement results, is sufficient enough to assist the NW makes decisions on handling of the SCG failure.
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