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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
The following agreements related to re-routing were made for the latest meetings [1-3]:
	RAN2#113-e
· Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.
RAN2#114-e
· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)
· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.
RAN2#115-e 
· A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.
· For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.
· Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.
· For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.


Local re-routing can be triggered based on the received flow control feedback (congestion indication), whereas the ‘congestion status’ is derived via the comparison between a configured threshold and the corresponding available buffer size carried within the feedback message. It is left as an open issue to discuss the available buffer size threshold configuration, for instance, on the granularity of the threshold, detailed signalling design. 
Further, there are also some local re-routing issues remain untouched, such as how to disable/control the duration of local re-routing in case the abnormal situation has been resolved, or is it possible for an IAB-node to perform BAP header rewriting if the IAB-node in question only has a single egress BH link (opposed to the general case where an IAB-node has multiple egress links).
In this paper, we would like to discuss the above issues and provide our suggestions.
2. Discussion
2.1. Available buffer size threshold configuration
To start off, we would like to clarify that the threshold (used to determine the congestion status of the corresponding BH link/BH RLC CH/BAP routing ID) is configured to the IAB-node which receives the flow control feedback, instead of the node that initiated the flow control feedback. To be more specific, there will be two types of available buffer size threshold:
· Threshold A is introduced in Rel-16 and used to decide whether to trigger flow control feedback by the child IAB-node to its parent IAB node; (details left unspecified, the threshold may be vendor-dependent)
· Threshold B is used to decide whether to trigger local re-routing by the parent IAB-node. (This is what we discussed here)
Though, similar to Threshold A, Threshold B can also be left to implementation, e.g., be pre-configured as one of the factory settings or be assigned via OAM after integration process, we believe the granularity of Threshold B should be specified. This is also similar to what has been defined for Threshold A, that the granularity of triggering flow control feedback is specified as per IAB-node (instead of per BAP routing ID or per BH RLC CH), while the threshold configuration (signalling) itself is left to implementation. 
Intuitively, the granularity of Threshold B can be set to per IAB-node, per BAP routing ID or per BH RLC CH (if local re-routing is allowed to have this granularity). Since Threshold B is utilized to determine the congestion status (available or not available) of the corresponding BAP routing ID or BH RLC CH, and the divided buffer size of each BAP routing ID/BH RLC CH varies, it seems reasonable to define respective Threshold B accordingly so that the Threshold B can be properly adjusted for each BAP routing ID/BH RLC CH. However, the number of BAP routing ID or BH RLC CH may be considerably large, it is impractical to have a Threshold B for each BAP routing ID/BH RLC CH in that sense.
Observation 1 [bookmark: _Ref85658927]Threshold B (for triggering local re-routing) is utilized to determine the congestion status (available or not available) of the corresponding BAP routing ID or BH RLC CH. Consider the divided buffer size of each BAP routing ID/BH RLC CH may be different, separate Threshold B can be defined for each BAP routing ID/BH RLC CH.
Observation 2 [bookmark: _Ref85658932]The number of BAP routing ID or BH RLC CH is considerably large, it is impractical to have a Threshold B for each BAP routing ID/BH RLC CH in that sense.
With the above observations, a percentage value may be beneficial to tackling the dilemma. By adopting a common percentage threshold value, not only the configuration efforts can be reduced to a minor degree, but also each BAP routing ID/BH RLC CH can obtain a particular threshold value (the product of the divided buffer size and the percentage threshold) for the determination of congestion status. 
Observation 3 [bookmark: _Ref85658934]By adopting a common percentage threshold value, not only the configuration efforts can be reduced to a minor degree, but also each BAP routing ID/BH RLC CH can obtain a particular threshold value for the determination of congestion status.
[bookmark: _Ref85658938]A single percentage threshold value is configured to parent IAB-node (the node which receives the flow control feedback), the real threshold value can be obtained by multiplying the percentage and the buffer size of the corresponding BAP routing ID or BH RLC CH.
2.2. Stopping criteria for local re-routing based on congestion
Local re-routing, initiated by unexpected transmission issues, from our perspective, will only last for a transient period of time. Otherwise, it should be the IAB-donor-CU’s responsibility to re-configure the routing path within the IAB-topology to ensure an optimal transmission strategy. In other words, local re-routing is considered as a temporary counteraction against irregular situation, and needs to be disabled once things are back to normal.
Observation 4 [bookmark: _Ref85658941]Local re-routing can be considered as a temporary counteraction against irregular situation. Long-time local rerouting is not expected as it may result in sub-optimal of resource utilization and QoS guarantee.
But so far RAN2 has mainly focused on the topics of how to trigger local re-routing, e.g., due to the reception of Type-2 RLF indication, or due to congestion issues that implied by the received flow control feedback. The stopping criteria for local re-routing has not been sufficiently discussed, which, we believe is another important topic to be looked at.
In order for an IAB-node that triggered local re-routing to be aware of the on-going situations, some feedback may need be sent to the node. If the congestion status over the original path has been reduced to an acceptable level, a feedback can be sent to the IAB-node to indicate can that the issue has been resolved. Upon reception of such feedback, the IAB-node can choose to disable the local re-routing based on the indicated granularity. Take the following timeline as an example:
· T1: IAB-node receives flow control feedback, indicating that the available buffer size of BAP routing ID1 and ID2 at the IAB-node exceeds the configured threshold. Therefore the IAB-node would perform local re-routing for BAP routing ID1/2 (assume an alternative ID can be found for both routing ID1 and ID2 over the other egress link).
· T2: The original path that suffered from the congestion issues has been recovered to normal status, and triggers another feedback sent to the IAB-node. 
· T3: The IAB-node receives the feedback and finds that now the available buffer size of BAP routing ID1 is greater than the configured threshold, which indicates that the local re-routing for BAP routing ID1 is not needed (but somehow BAP routing ID2 is still under the threshold). So IAB-node should disable the local re-routing behavior for BAP routing ID1 while keep the traffic of BAP routing ID2 re-routed.
In this manner, the IAB-node is able to disable local re-routing at the earliest possibility. This aids the IAB-node to avoid any unnecessary local re-routing operations, and also ensure the traffic to be transmitted with the promised QoS via the configured BH RLC CH, otherwise it may be transmitted via any (or default) BH RLC CH in other egress links.
Observation 5 [bookmark: _Ref85658944]IAB-node can avoid unnecessary local re-routing operations, and ensure the traffic to be transmitted with the promised QoS via the configured BH RLC CH over the original routing path, if the node is able to disable local re-routing at the earliest possibility.
Since RAN2 haven’t discussed the stopping criteria for local re-routing based on congestion before, we suggest that RAN2 first to confirm the need of studying this issue, and the detailed criteria can be discussed later:
[bookmark: _Ref85658948]RAN2 to discuss whether to introduce the stopping criteria for local re-routing triggered by congestion.
2.3. BAP header re-writing
Note that RAN2 agreed the BAP header re-writing operation is supported for upstream (due to RLF, the reception of Type 2 indication, migration, etc.), but whether it can be applied for downstream remains unclear. In our understanding, a unified behavior is preferred to accommodate both UL and DL given that there is no difference for local re-routing between the two directions. So we think BAP header re-writing can also be applied to local re-routing for downstream.
[bookmark: _Ref85658955]BAP header re-writing can be also applied to local re-routing for downstream (triggered by DL HbH flow control feedback).
In the studies of local re-routing, we spotted an issue that may require additional attention. Take the below Figure 1 for illustration:
1) assume the BH link between IAB2 and IAB3 suffers from congestion and triggers DL flow control feedback sent to IAB1. 
2) Suppose the DL flow control feedback indicates that local re-routing should be performed for traffic set to BAP routing ID1 and BAP routing ID2. 
Since BAP routing ID1 and BAP routing ID4 has the same destination address, they can be substituted for each other at IAB1 and IAB2, if one of them is considered unavailable. The question here is whether the IAB1, with a single egress link, is allowed to perform BAP header re-writing for BAP routing ID1 with BAP routing ID4 so that the traffic can be delivered via the same egress link and be routed by IAB2 to different path. Typically, we would have an IAB-node with multiple egress links to perform local re-routing (BAP header re-writing), e.g., IAB2 to take the role of balancing the traffic between BAP routing ID1 and ID4. 
But in this case, if IAB1 does not take any actions upon reception of the feedback, the traffic transmitted via BAP routing ID1 has to be reduced from ancestor nodes. Not until the congestion arises over the BH link between IAB3 and IAB5 at a later time instant, which further triggers flow control feedback sent to IAB2, the traffic cannot be local re-routed by IAB2 to the alternative path. On the contrary, if IAB1 performs the BAP header rewriting with the BAP routing ID1, though the traffic will still be transmitted over the same egress link (between IAB1 and IAB2), it can be off-loaded by IAB2 with the path of BAP routing ID4 and therefore mitigates the congestion issue between IAB2 and IAB3.
Observation 6 [bookmark: _Ref85658960]If the node with a single egress link receives flow control feedback does not take any actions, the traffic transmitted via the congested BAP routing ID has to be reduced from ancestor nodes. 
Observation 7 [bookmark: _Ref85658964]Not until the downstream node with multiple egress links receives another feedback, the traffic cannot be locally re-routed by the downstream node to an alternative path.
Observation 8 [bookmark: _Ref85658968]If the IAB node with a single egress link receives flow control feedback performs BAP header re-writing, the congestion issue can be alleviated in a timely manner. 
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[bookmark: _Ref85548978]Figure 1 illustration for BAP header re-writing over a single egress link
So we wonder is it possible for an IAB-node with a single egress link to perform BAP header re-writing, which simply replaces the previous BAP routing ID with an alternative one. This literally should not be called local re-routing since now the PDU is still transmitted via the same BH link (a PDU previously with BAP routing ID1 is re-written with BAP routing ID4 and be delivered to IAB2 via the same link), the re-routing behaviour is postponed to the next-hop node (IAB2) instead. 
The BAP header re-writing for the IAB-node with a single egress link is somehow compatible with the already-specified behaviour for multiple egress links, as described below: 
1) Upon reception of a flow control feedback, the IAB-node determines which BAP routing IDs should be local re-routed;
2) The IAB-node choose an alternative BAP routing ID which is available and shares the same destination with the previous one to perform BAP header re-writing;
3) The IAB-node routes the PDU to the next-hop according to the re-written BAP routing ID.
Observation 9 [bookmark: _Ref85658975]The BAP header re-writing for the IAB-node with a single egress link is compatible with the already-specified behavior for multiple egress links.
But if RAN2 decides to exclude the above case for BAP header re-writing, it should add a restriction to the second point that the next-hop of the alternative BAP routing ID should be different from the original one. This ensures that the BAP routing ID4 would not be selected as the substitute of BAP routing ID1 at the node of IAB1. 
Based on the above analysis, we believe further discussions on this issue are needed, at least RAN2 should discuss if the single egress link case is allowed or not:
[bookmark: _Ref71227934]RAN2 to discuss whether it is possible for an IAB-node to perform BAP header rewriting if the IAB-node in question only has a single egress BH link (opposed to the typical case where an IAB-node has multiple egress links).
[bookmark: _Ref85658979]If RAN2 decides to exclude the single egress link case for BAP header re-writing, it should add a restriction to the header re-writing procedure that the next-hop of the alternative BAP routing ID should be different from the original one.
3. Conclusion
The observations and proposals are the following:
Observation 1	Threshold B (for triggering local re-routing) is utilized to determine the congestion status (available or not available) of the corresponding BAP routing ID or BH RLC CH. Consider the divided buffer size of each BAP routing ID/BH RLC CH may be different, separate Threshold B can be defined for each BAP routing ID/BH RLC CH.
Observation 2	The number of BAP routing ID or BH RLC CH is considerably large, it is impractical to have a Threshold B for each BAP routing ID/BH RLC CH in that sense.
Observation 3	By adopting a common percentage threshold value, not only the configuration efforts can be reduced to a minor degree, but also each BAP routing ID/BH RLC CH can obtain a particular threshold value for the determination of congestion status.
Observation 4	Local re-routing can be considered as a temporary counteraction against irregular situation. Long-time local rerouting is not expected as it may result in sub-optimal of resource utilization and QoS guarantee.
Observation 5	IAB-node can avoid unnecessary local re-routing operations, and ensure the traffic to be transmitted with the promised QoS via the configured BH RLC CH over the original routing path, if the node is able to disable local re-routing at the earliest possibility.
Observation 6	If the node with a single egress link receives flow control feedback does not take any actions, the traffic transmitted via the congested BAP routing ID has to be reduced from ancestor nodes.
Observation 7	Not until the downstream node with multiple egress links receives another feedback, the traffic cannot be locally re-routed by the downstream node to an alternative path.
Observation 8	If the IAB node with a single egress link receives flow control feedback performs BAP header re-writing, the congestion issue can be alleviated in a timely manner.
Observation 9	The BAP header re-writing for the IAB-node with a single egress link is compatible with the already-specified behavior for multiple egress links.
Proposal 1	A single percentage threshold value is configured to parent IAB-node (the node which receives the flow control feedback), the real threshold value can be obtained by multiplying the percentage and the buffer size of the corresponding BAP routing ID or BH RLC CH.
Proposal 2	RAN2 to discuss whether to introduce the stopping criteria for local re-routing triggered by congestion.
Proposal 3	BAP header re-writing can be also applied to local re-routing for downstream (triggered by DL HbH flow control feedback).
Proposal 4	RAN2 to discuss whether it is possible for an IAB-node to perform BAP header rewriting if the IAB-node in question only has a single egress BH link (opposed to the typical case where an IAB-node has multiple egress links).
Proposal 5	If RAN2 decides to exclude the single egress link case for BAP header re-writing, it should add a restriction to the header re-writing procedure that the next-hop of the alternative BAP routing ID should be different from the original one.	
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