3GPP TSG-RAN WG2 #116-e



      


R2-2110205
Online, November 1 – 12, 2021




     
Agenda item:
8.1.2.1 
Source: 
Kyocera 
Title: 
Remaining issues of multicast service continuity 
Document for:
Discussion
1. Introduction
In RAN2#115e, the work item on NR Multicast and Broadcast Services (MBS) [1] achieved the following agreements for multicast service continuity [2]: 
	· In RRC signalling, one MRB can be configured with PTM only or PTP only or both PTM and PTP.  Whether PTM, PTM+PTP or PTP-only can be changed from one to other via RRC signaling.
· In RRC signalling, Support DL only UM RLC configuiration for PTM, both DL and UL AM RLC configuiration for PTP, DL only UM RLC configuiration for PTP, FFS both DL and UL UM RLC configuiration for PTP.
· FFS whether PDCP SR can be triggered due to bearer type change in RRC signaling and FFS how to tigger PDCP SR if need.
· Will not support PTM deactivation/activation beyond RRC reconfiguration acc to first agreement above (and whatever R1 decides). 

· For PTM PDCP state variables setting while configured, the SN part of COUNT values of these variables are set according to the SN of the first received packet (by the UE) and the HFN indicated by the gNB, if needed.

· Initialize the PTM RLC entity for an MRB configuration, the value of RX_Next_Highest and RX_Next_Reassembly are set according to the SN of the first received packet containing an SN.

· RLC state variables of PTP RLC reception window can be set to initial value, i.e. 0, due to MRB configuration.


In this contribution, the remaining issues on multicast service continuity are discussed. 
2. Discussion 
2.1. PDCP Status Report upon bearer type change 
RAN2#115e agreed the following open issues [2]: 
	· In RRC signalling, Support DL only UM RLC configuiration for PTM, both DL and UL AM RLC configuiration for PTP, DL only UM RLC configuiration for PTP, FFS both DL and UL UM RLC configuiration for PTP.
· FFS whether PDCP SR can be triggered due to bearer type change in RRC signaling and FFS how to tigger PDCP SR if need.


According to the current PDCP specification [3], PDCP Status Report is triggered by RRC for mainly AM DRBs (and UM DRBs in some case) upon the following events: 
	For AM DRBs configured by upper layers to send a PDCP status report in the uplink (statusReportRequired in TS 38.331 [3]), the receiving PDCP entity shall trigger a PDCP status report when:

-
upper layer requests a PDCP entity re-establishment;

-
upper layer requests a PDCP data recovery;

-
upper layer requests a uplink data switching;

-
upper layer reconfigures the PDCP entity to release DAPS and daps-SourceRelease is configured in TS 38.331 [3].

For UM DRBs configured by upper layers to send a PDCP status report in the uplink (statusReportRequired in TS 38.331 [3]), the receiving PDCP entity shall trigger a PDCP status report when:

-
upper layer requests a uplink data switching.


In MBS, PTM-only MRB is only configured with RLC UM, while PTP-only MRB and PTP-leg of Split MRB are configured with either RLC UM or RLC AM [2]. These can be referred as UM MRB and AM MRB respectively. 
According to the current RRC specification, the UE performance requirement on processing delay for RRC Reconfiguration is specified with 10ms. So, the UE may miss MBS transmissions during RRC Reconfiguration for bearer type change, and the missing packets need to be compensated after the bearer type change. In this sense, PDCP Status Report should be supported at least to fulfil a higher reliability which is required by certain MBS services. 

It’s also worth discussing which case PDCP Status Report is needed. It’s obvious that for AM MRB, the reliability is also required for the bearer type change, since AM MRB is generally intended for “high QoS” MBS services. It includes the cases of bearer type change between AM MRBs, and from UM MRB to AM MRB.

Proposal 1 RAN2 should agree that PDCP Status Report is supported for lossless bearer type change at least between AM MRBs, and from UM MRB to AM MRB. 

In general, it would be considered that UM MRB does not need the reliability, i.e., lossless, upon bearer type change. However, it can be actually left up to NW implementation whether UM MRBs are used for “high QoS” MBS services. It’s a resource efficient operation that the NW may use PTM-only MRB for UEs in a good radio condition, and then may reconfigure it with PTP-only MRB (or Split MRB) when the radio condition becomes worse than a certain level.  Considering the current specification allows UM DRBs to trigger PDCP Status Report in some case, it’s straightforward that NW can configure the UM MRBs whether to require PDCP Status Report. In this case, PTP-only MRB and PTP-leg of Split MRB need to be configured with DL/UL bi-directional UM, i.e., DL RLC entity for receiving MBS data and UL RLC entity for transmitting PDCP Status Report. 
Proposal 2 RAN2 should agree that it’s up to NW implementation whether to use PDCP Status Report upon bearer type change for UM MRBs; thus, the specification needs to allow configuring PTP with DL/UL bi-directional RLC UM. 
2.2. PDCP/RLC state variables for PTM 
2.2.1. Initial values
RAN2#115e agreed the following statements [2]: 
	· For PTM PDCP state variables setting while configured, the SN part of COUNT values of these variables are set according to the SN of the first received packet (by the UE) and the HFN indicated by the gNB, if needed.

· Initialize the PTM RLC entity for an MRB configuration, the value of RX_Next_Highest and RX_Next_Reassembly are set according to the SN of the first received packet containing an SN.


In our understanding, the word “according to” in the two agreements intended the three options as follows: 

· Option 1: Initial value of each state variable is simply set to the SN of first received packet. 
· Option 2: Rel-16 V2X solutions are reused: i.e., 

· For PDCP “RX_NEXT”, “the initial value of the SN part of RX_NEXT is (x +1) modulo (2[sl-PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU.” [3]
· For PDCP “RX_DELIV”, “the initial value of the SN part of RX_DELIV is (x – 0.5 × 2[sl-PDCP-SN-Size–1]) modulo (2[sl-PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU.” [3]
· For RLC UM “RX_Next_Reassembly”, “it is initially set to the SN of the first received UMD PDU containing an SN.” [5]
· For RLC UM “RX_Next_Highest”, “it is initially set to the SN of the first received UMD PDU containing an SN.” [5]
· Option 3: New mechanism for RLC UM is introduced: i.e., 

· For PDCP state variables, either Option 1 or Option 2 can be applied. 

· For RLC UM “RX_Next_Reassembly”, it is initially set to a value before “RX_Next_Highest”. [6]
· For RLC UM “RX_Next_Highest”, “it is initially set to the SN of the first received UMD PDU containing an SN.” as same with Option 2 above. [5] 

For PDCP state variables, with Option 2, RX_NEXT, which is the next packet to be received, is set to ([the SN of first received packet] + 1). RX_DELIV, which is the first packet not delivered to upper layer, is set to ([the SN of first received packet] – [A quarter of SN length]). It means the reordering can be performed even if an old packet is received after the first received packet. So, it would be considered that Option 2 is more reliable than Option 1. 
Proposal 3 RAN2 should agree for PDCP that the initial value of RX_NEXT is ([the SN of first received packet] + 1) modulo (2^[PDCP SN length]), as similar to Rel-16 V2X.
Proposal 4 RAN2 should agree for PDCP that the initial value of RX_DELIV is {[the SN of first received packet] – 2^([PDCP SN length] – 2)} modulo (2^[PDCP SN length]), as similar to Rel-16 V2X. 
For RLC state variables, Option 1 and Option 2 are exactly same. Also, Option 2 and Option 3 are same in terms of RX_Next_Highest. So, RAN2 should just confirm there is no other solution for the initial value of RX_Next_Highest. 
Proposal 5 RAN2 should agree for RLC UM that the initial values of RX_Next_Highest is the SN of first received packet, as same with Rel-16 V2X. 
Regarding RX_Next_Reassembly, Option 2 and Option 3 are different. The benefit of Option 3 is similar to Option 2 for PDCP state variables, i.e., it avoids discarding the old packets that are received after the first received packet. It would always be nice if any packet loss is avoided, while it’s also noted that this issue happens only if the RLC segmentation is performed [5]. 
Proposal 6 RAN2 should discuss for RLC UM whether the initial value of RX_Next_Reassembly is the SN of first received packet (as same with Rel-16 V2X) or a value before RX_Next_Highest. 
2.2.2. HFN provisioning 
The necessity of synchronization of HFN between the gNB and the UE depends on a couple of “OR” conditions; 1) whether SA3 uses HFN for security, and 2) whether PDCP Status Report is supported since COUNT has HFN part [3], as discussed in RAN2#115e [2].  PDCP Status Report is already agreed to be supported for handover case [7], and would also be supported for bearer type change case as in section 2.1. So, HFN needs to be indicated by the gNB as RAN2 agreed [2]. 

On top of that, it has to be discussed how the gNB provides the HFN to the UE. The following alternatives could be considered for HFN provisioning: 
· Alt.1: RRC Reconfiguration 
· Alt.2: PDCP Control PDU 
· Alt.3: MCCH 
· Alt.4: SIB 

· Alt.5: Header of PDCP Data PDU 
Alt.1 is considered as straightforward, since the gNB needs to configure the UEs with MRBs for multicast by RRC Reconfiguration, i.e., HFN is configured together with MRBs. However, the drawbacks are that RRC Reconfiguration is dedicated signalling to a specific UE, basically used only for Delivery mode 1 and a bit heavy process compared to Alt.2. Also, there may be a certain timing gap between the reception of RRC Reconfiguration and the first received packet, which may cause HFN desynchronization. In addition, an additional information may be needed to indicate which MRB the HFN is applied to. 
Alt.2 is considered more light-weight and efficient signalling, since the gNB may indicate HFN over PTM. The additional information, i.e., the mapping between HFN and MRB, is not needed since a PDCP entity is associated with an MRB, i.e., the PDCP entity, which receives this PDCP Control PDU, can just apply the HFN as its initial value. It’s commonly used for Delivery modes 1 and 2. In addition, it would minimize the timing gap between PDCP Control PDU and the first received packet, since the same PDCP entity handles these PDCP PDUs. The concern is that PDCP Control PDU is not security protected. 
Alt.3 is another possibility, but we assume MCCH is only applicable for Delivery mode 2 and it’s not preferable to mandate the UEs receiving Delivery mode 1 the additional burden, i.e., to acquire MCCH. In addition, there may be a certain timing gap between the reception of MCCH and the first received packet, and also it may need the additional information, i.e., the mapping between HFN and MRB, same as with Alt.1. 
Alt.4 is considered as a usual provisioning method. SIB is basically applicable to both Delivery modes 1 and 2, while it’s still unclear whether the UE in Connected for multicast reception is mandated to monitor SIBs. The concerns are that SIB is not security protected (same as with Alt.2), the additional information, i.e., the mapping between HFN and MRB as same with Alt.1, and the certain timing gap between the reception of SIB and the first received packet will be introduced. In addition, if the on-demand SI is applied, the UE needs to send the on-demand SI request message before acquiring SIB, which may cause delay for HFN initialization. 
Alt.5 is observed similar benefits with Alt.2, i.e., it can be delivered with PTM manner, no additional information is needed and the common solution for Delivery mode 1 and 2. The most significant benefit is that Alt.5 can eliminate the timing gap in theory, since the first received packet conveys HFN together. However, if it’s assumed that HFN is included in the header of first received packet, it’s questionable how the gNB knows the first received packet for a UE, considering the packets has been started to be transmitted for other UEs via PTM. Otherwise, the gNB always needs to include HFN in each data packet.  The concerns are PDCP header is not security protected (same as with Alt.2), and it’s a bit strange from the concept/principle point of view since the HFN provisioning is considered as C-plane signalling as in the other alternatives including Alt.2, while Alt.5 uses U-plane data. 
From a different angle, it could be observed that there may be differences between Delivery mode 1 (DM1) and Delivery mode 2 (DM2) on how HFN is provided.  In general, DM1 (or multicast) is more secure than DM2 (or broadcast), since the configuration is provided by dedicated signalling (and the session join procedure is available in NAS). In this sense, HFN should also be provided securely in DM1. In this case, the simplest solution would be Alt.1, but it’s not suitable for realizing the commonality between DM1 and DM2 as stated in the WID [1]. It’s assumed that Alt.2, if PDCP Control PDU is transmitted with C-RNTI, can ensure some level of security, more than with Alt.3, Alt.4 and Alt.5.  On the other hand, DM2 should not mandate the UEs to transition to CONN, only for the acquisition of HFN. To support DM2, HFN may be provided periodically in a broadcast manner (i.e., with G-RNTI, MCCH-RNTI or SI-RNTI).  

Considering the above observations (as also summarized in Table 1 below), it’s slightly preferable that HFN is provided via PDCP Control PDU (i.e., Alt.2), since it balances between the performance and the security, and also the common solution for both delivery modes (i.e., DM1 and DM2). 
Proposal 7 RAN2 should agree that the initial value of HFN is provided via PDCP Control PDU. 
Proposal 8 If Proposal 7 is agreeable, RAN2 should further agree that PDCP Control PDU (for HFN provisioning) may be transmitted with G-RNTI and C-RNTI. 
Table 1
 Comparison of alternatives for HFN provisioning 
	
	Alt.1

RRC Reconfiguration
	Alt.2

PDCP Control PDU
	Alt.3

MCCH
	Alt.4

SIB
	Alt.5

Header of PDCP Data PDU

	Point-to-multipoint provisioning
	No ☹
	Yes 😊
(with G-RNTI)

No ☹
(with C-RNTI)
	Yes 😊
(MCCH-RNTI)
	Yes 😊
(SI-RNTI)
	Yes 😊
(G-RNTI)

	Timing gap between HFN provisioning and first received data
	Large ☹
	Very small 😊
	Large ☹
	Large ☹
	No gap 😊

	Overhead
	Medium
	Small 😊
	Medium
	Medium
	Large ☹
(if all data contains HFN)

Small 😊
(if only first received data contains HFN)

	Mapping information between HFN and MRB
	Need ☹
	No need 😊
	Need ☹
	Need ☹
	No need 😊

	Security
	High 😊
	Low ☹
(with G-RNTI)

Middle 
(with C-RNTI)
	Low ☹
	Low ☹
	Low ☹

	UE RRC state
	Connected only
	All states 😊
	All states 😊
	All states 😊
	All states 😊

	Commonality for 
DM1 and DM2
	Low ☹
	High 😊
	Low ☹
	High 😊
	High 😊


2.2.3. Data reception before HFN initialization 
The UE may receive the data before receiving the HFN, since it’s possible that the reception timings of HFN and first received packet are different, due to out-of-order delivery (e.g., retransmissions under bad radio condition and/or during handover, etc.) and/or depending on which alternative in section 2.2.2 is chosen. In addition, the concerned PTM transmission has already started for other UEs, so the UE may receive the data as soon as it has setup MRB. 
Observation 1 The UE may receive the MBS data via PTM, before HFN initialization. 
In the current PDCP specification [3], RX_NEXT and RX_DELIV are (re)set to the initial value when RRC requests either PDCP entity establishment, PDCP entity re-establishment or PDCP entity suspend. It’s naturally assumed that the initialization of COUNT value is done before the data reception. So, PDCP point of view, the data may not be received, even if the lower layers are completed to prepare the data reception, i.e., the RLC layer submitted RLC SDUs (PDCP PDUs) to the PDCP layer.  Even if PDCP accepts these PDCP PDUs, these PDUs will be discarded due to the integrity verification failure, since the HFN is still aoristic. 

Observation 2 Before HFN initialization, PDCP PDUs from the lower layer may not be accepted or will be discarded in the PDCP layer, according to the current specification. 
So, it’s worth discussing how the UE handles the received data before HFN initialization, considering all the enhancements for initialization of state variables on SN (part), which are discussed in section 2.2.1, and the possible solutions for HFN provisioning, which are discussed in section 2.2.2, aiming to minimize packet loss. One simple way is PDCP tentatively buffers these PDUs before the PDCP processing and starts processing these PDUs after HFN initialization. 
Proposal 9 RAN2 should discuss how the UE handles the received data packets, before the HFN initialization. 
2.2.4. Request for HFN provisioning 
Another possible issue is whether the UE is allowed to ask the gNB the current HFN. Especially for PTM-only MRBs, the HFN may be de-synchronized when the UE fails to receive packets for a certain period, e.g., due to coverage hole or interference. The other case is that the UE needs HFN when it is late in joining an already activated MBS session, if HFN is only provided at the activation of the MBS session (as briefly discussed in section 2.2.2). 

So, when the UE notices the need of HFN provisioning, it may be useful for the UE to be allowed to request the gNB to provide the current HFN. It’s FFS how to send the request, e.g., via RRC signalling or PDCP Control PDU.  In the same condition, the UE may not receive the following packets that are out of the reception window. In this case, the UE may reset all state variables to the initial value. 

Proposal 10 RAN2 should discuss whether the UE is allowed to request the gNB to provide the current HFN of an MBS session. 
Proposal 11 RAN2 should discuss whether the UE may reset the state variables when it fails to receive MBS session for a certain duration. 
2.3. Lossless mobility operations 
RAN2 agreed that “R2 aim to support lossless handover for MBS-MBS mobility for service that requires this (TBD which detailed scenario but at least PTP-PTP)” and “From UE side, PDCP status report may be supported as well” [7]. These agreements imply a quite similar mechanism with the existing handover for unicast, if MRB is configured with PTP-only. 

Observation 3 The existing handover mechanism for unicast can be reused for MRB configured with PTP-only, in order to support lossless handover. 
So, the issues need to be discussed is the handover cases that involves PTM(-leg), i.e., MRB configured with PTM-only and Split MRB with PTP-leg and PTM-leg. 

As for Split MRB, it can be seen as PTP-only MRB when PTM-leg is not used. So, it would easily support the lossless handover, based on the existing unicast handover. So, the basic procedure for Split MRB could be considered as follows: 

· Step 1: PTP-leg of Split MRB is used in the source cell, if needed, by the lossless dynamic switching. 

· Step 2: The UE’s lossless handover is ensured with PTP-PTP handover (or even like unicast handover). 

· Step 3: PTM-leg of Split MRB is used in the target cell, if needed, by the lossless dynamic switching. 

With this procedure, the lossless dynamic switching, which is ensured by NW implementation, would take on as an important role. 
Observation 4 Lossless dynamic PTM/PTP switching is essential for lossless handover of Split MRB. 
As for PTM-only MRB, a very similar procedure could be applicable as follows: 

· Step 1: PTM-only MRB is reconfigured to PTP-only MRB (or Split MRB) in the source cell, by the lossless bearer type change. 

· Step 2: The UE’s lossless handover is ensued with PTP-PTP handover (or even like unicast handover). 

· Step 3: PTP-only MRB (or Split MRB) may be reconfigured to PTM-only MRB in the target cell, if needed, by the lossless bearer type change. 

In this case, the lossless bearer type change, as discussed in section 2.1, is also important for lossless handover. 

Observation 5 Lossless bearer type change is essential for lossless handover of PTM-only MRB. 
In light of the observations above, the key to lossless handover is to use the PTP-leg or if PTM-only MRB is reconfigured (i.e., Step 1), and the handover execution is the same with the existing unicast handover, without any enhancement. 

Proposal 12 RAN2 should agree that the basic lossless handover of MRB should always involve PTP(-leg), i.e., either PTP-leg of Split MRB is used or PTM-only MRB is reconfigured to PTP-only MRB (or Split MRB) before the handover execution. 

Proposal 13 RAN2 should agree that the handover execution for MRB is the same with one for unicast, i.e., no enhancement is needed for the basic lossless handover. 

Then, the most interesting and advanced procedure would be the direct PTM-PTM handover, i.e., the UE receiving MBS via PTM(-leg) is executed lossless handover. It could reduce the signalling overhead and complexity in the basic handover procedure above, i.e., Step 1 and Step 3 can be skipped. In addition, we think such a direct PTM-PTM lossless handover is expected especially for Split MRB having PTP-leg configured with RLC AM, i.e., which would be used for services requiring higher reliability.  However, it’s already after the halfway point in Rel-17 timeframe, and the WID just states to “Specify support for basic mobility with service continuity” [1]. So, the advanced lossless handover would need to be postponed to the future releases. 
Observation 6 An advanced lossless handover of the UE receiving MBS service via PTM(-leg), i.e., “direct PTM-PTM handover”, is considered useful for certain services, but it may need to be postponed to future releases, taking into account the remaining time in Rel-17 timeframe. 
2.4. MBS Interest Indication for multicast 
RAN2 currently assumes MBS Interest Indication is supported for broadcast sessions, but not for multicast sessions [8]. RAN2#115e agreed the basic contents of MBS Interest Indication as follows [2]: 

	For CONNECTED:

· The UE reports the following MBS interest information (as LTE SC-PTM):


MBS frequency list 


priority between the reception of all listed MBMS frequencies and the reception of any unicast bearer


TMGI list
· If MBS frequencies are allowed to be reported, the MBS frequencies reported by the UE is sorted by decreasing order of interest, as LTE SC-PTM.


It seems the common understanding is that for multicast sessions, the core network would inform the gNB of UE’s interest since multicast sessions have the session join procedure in the upper layer. In our understanding, it’s true for MBS services of UE’s interest. Also, it could be possible the gNB knows the MBS frequencies and the cells providing the MBS services of UE’s interest. However, the priority between MBS reception and unicast may not be provided by the core network since it’s purely AS-related information, i.e., it’s strange that the UE tells the core network of the priority information within the session join procedure. 

Observation 7 For multicast session, the core network may provide the gNB of UE’s interest such as MBS services and the gNB may know MBS frequencies/cells, but the core network and the gNB may not know the UE’s AS priority between MBS and unicast. 
The priority information is still considered useful for the gNB, e.g., on its scheduling and handover decision as similar in LTE eMBMS, which is also related to the service continuity. So, the UE should inform the gNB of its priority information also for multicast sessions. In this sense, RAN2 should agree MBS Interest Indication should be supported also for multicast services/Delivery mode 1. 

Proposal 14 RAN2 should agree that MBS Interest Indication is supported also for multicast sessions/Delivery mode 1, at least for the UE to inform the gNB of its priority between MBS reception and unicast reception. 
3. Conclusion 
In this contribution, the remaining issues of multicast service continuity are discussed. Possible solutions on PDCP Status Report, PDCP/RLC state variables, lossless mobility and MBS Interest Indication are suggested.  RAN2 is kindly asked to take into account the observations and proposals below: 
Proposal 1
RAN2 should agree that PDCP Status Report is supported for lossless bearer type change at least between AM MRBs, and from UM MRB to AM MRB.
Proposal 2
RAN2 should agree that it’s up to NW implementation whether to use PDCP Status Report upon bearer type change for UM MRBs; thus, the specification needs to allow configuring PTP with DL/UL bi-directional RLC UM.
Proposal 3
RAN2 should agree for PDCP that the initial value of RX_NEXT is ([the SN of first received packet] + 1) modulo (2^[PDCP SN length]), as similar to Rel-16 V2X.
Proposal 4
RAN2 should agree for PDCP that the initial value of RX_DELIV is {[the SN of first received packet] – 2^([PDCP SN length] – 2)} modulo (2^[PDCP SN length]), as similar to Rel-16 V2X.
Proposal 5
RAN2 should agree for RLC UM that the initial values of RX_Next_Highest is the SN of first received packet, as same with Rel-16 V2X.
Proposal 6
RAN2 should discuss for RLC UM whether the initial value of RX_Next_Reassembly is the SN of first received packet (as same with Rel-16 V2X) or a value before RX_Next_Highest.
Proposal 7
RAN2 should agree that the initial value of HFN is provided via PDCP Control PDU.
Proposal 8
If Proposal 7 is agreeable, RAN2 should further agree that PDCP Control PDU (for HFN provisioning) may be transmitted with G-RNTI and C-RNTI.
Observation 1
The UE may receive the MBS data via PTM, before HFN initialization.
Observation 2
Before HFN initialization, PDCP PDUs from the lower layer may not be accepted or will be discarded in the PDCP layer, according to the current specification.
Proposal 9
RAN2 should discuss how the UE handles the received data packets, before the HFN initialization.
Proposal 10
RAN2 should discuss whether the UE is allowed to request the gNB to provide the current HFN of an MBS session.
Proposal 11
RAN2 should discuss whether the UE may reset the state variables when it fails to receive MBS session for a certain duration.
Observation 3
The existing handover mechanism for unicast can be reused for MRB configured with PTP-only, in order to support lossless handover.
Observation 4
Lossless dynamic PTM/PTP switching is essential for lossless handover of Split MRB.
Observation 5
Lossless bearer type change is essential for lossless handover of PTM-only MRB.
Proposal 12
RAN2 should agree that the basic lossless handover of MRB should always involve PTP(-leg), i.e., either PTP-leg of Split MRB is used or PTM-only MRB is reconfigured to PTP-only MRB (or Split MRB) before the handover execution.
Proposal 13
RAN2 should agree that the handover execution for MRB is the same with one for unicast, i.e., no enhancement is needed for the basic lossless handover.
Observation 6
An advanced lossless handover of the UE receiving MBS service via PTM(-leg), i.e., “direct PTM-PTM handover”, is considered useful for certain services, but it may need to be postponed to future releases, taking into account the remaining time in Rel-17 timeframe.
Observation 7
For multicast session, the core network may provide the gNB of UE’s interest such as MBS services and the gNB may know MBS frequencies/cells, but the core network and the gNB may not know the UE’s AS priority between MBS and unicast.
Proposal 14
RAN2 should agree that MBS Interest Indication is supported also for multicast sessions/Delivery mode 1, at least for the UE to inform the gNB of its priority between MBS reception and unicast reception.
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