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Introduction
RAN2 defined in Rel-15 an SDAP end-marker control PDU that is sent to assist the reordering function in the gNB, e.g., to guarantee in-order delivery of packets. The SDAP end-marker is inserted by the UE basically whenever the QoS flow to DRB mapping changes. The rules for inserting an end-marker to a DRB [1] are applicable to both RRC configured QoS flow to DRB mapping as well as reflective QoS. 
This contribution proposes to review the SDAP end-marker procedures to assess possible enhancements given the evolved set of features that 3GPP is heading for in Rel-17 and beyond.

Discussion
Overview
The SDAP end-marker is an SDAP Control PDU that is sent to assist the reordering function in the gNB, e.g., to guarantee in-order delivery of packets. A remapping of a QoS flow from one data radio bearer (DRB) to another DRB may be needed whenever the QoS flow to DRB mapping changes. This could happen during normal data transfer when the gNB updates the QoS flow to DRB mapping rule via RRC or RQoS, or at handover when the target gNB has a different mapping policy than the source gNB. 
Observation 1: The SDAP end-marker is inserted by the UE whenever the QoS flow to DRB mapping changes. The SDAP end-marker is applicable to both RRC configured QoS flow to DRB mapping as well as reflective QoS. 
In a typical scenario, when a QoS flow is remapped from an old DRB to a new DRB, likely some packets associated with the QoS flow are still awaiting transmission on the old DRB. After updating the mapping rule, packets from the QoS flow will therefore reach the receiver in parallel from both the old DRB mapping and the new DRB mapping for as long as the old DRB still contains packets from that QoS flow. In‐order delivery of data then necessitates buffering of fresh data on the new DRB for as long as data is still being sent on the old DRB. In order to minimize buffering requirements for the UE, it was decided that buffering in the transmitter (i.e., at the gNB) is used in the downlink and that buffering in the receiver (i.e., also at the gNB) is used in the uplink. But, in order to help the gNB to detect that all data from the relocated QoS flow has been sent on the old DRB, the UE has to send an SDAP end-marker control PDU. The end-marker is transmitted by the UE on the old DRB after updating the QoS flow to DRB mapping rule. 
Once the end-marker control PDU is received and processed by the gNB for a particular QFI, buffered pending UL SDUs can be released and forwarded to the UPF. This is transparent to the UE but requires the gNB to buffer fresh data from the relocated QoS flow. Missing the end-marker can cause additional E2E delay in the processing chain.
Observation 2: Following a QoS flow to DRB mapping change for a QFI (e.g., from an old DRB to a new DRB), the gNB buffers UL SDUs received for a particular QFI flow on the new DRB until it has received an SDAP end marker control PDU on the old DRB for the same QFI. 
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Figure 1: QoS flow remapping example
Figure 1 shows an example message flow with a QoS flow to DRB remapping through reflective QoS. It uses the RDI bit in the SDAP header. On reception of a PDU with the RDI bit set, the UE replies with an SDAP end-marker control PDU and updates the QoS flow to DRB mapping rule. A similar flow is possible for RRC configured QoS flow to DRB remapping. 

Motivation
The functionality described in section 2.1 we consider to work safely over RLC AM. However, a problem may exist when a DRB is configured with RLC UM. In RLC UM, the SDAP end-marker control PDU or the RDI may get lost before reaching the gNB and the UE will not be aware of it. This may cause the gNB to buffer UL data for a long time (undefined) thereby hampering user experience and causing extra delays. In DL as well, the SDAP RDI packet can be lost in RLC UM. Thus the UE would end up continuing to send UL packets of the respective QFI on the old DRB. 
Observation 3: When a DRB is configured with RLC UM the SDAP UL end-marker control PDU or the DL data PDU carrying the RDI bit in the SDAP header may get lost. 
The SDAP end-marker was defined in Rel-15 when there was no wide-spread deployment of new services over SDAP.  At the same time a considerably large portion of this traffic ran over RLC AM. Meanwhile 3GPP defined in Rel-16 a number of extra features. Rel-17 has further enhanced the set of features where special emphasis is given on the widespread support of Industrial IoT. We assume the new features introduced in Rel-16 and Rel-17 will lead to an increased amount of traffic configured over RLC UM. 
For example, RLC UM on a dedicated DRB is a likely deployment for Rel-17 IIoT, URLLC and advanced interactive services use-cases (e.g., using UDP), thus on radio bearers that cannot tolerate large delays. Additionally, Rel-17 supports cloud gaming as well new sets of work loads running at the Edge of the network. Many of these services require low latency where RLC AM does not add much benefit since the packet delay budget (PDB) is too low. This means RLC UM has become more critical. 3GPP spent a lot of effort to enable new types of services, many of which require a lower latency over NR, and this trend is set to continue in Rel-18 with the advent of XR and other enhancements. Therefore, we propose that RAN2 revisits the SDAP end-marker and RDI procedures with the aim to reduce unintended delay to ensure smooth operation of, for instance, IIoT, URLLC and 5G_AIS and other services in Rel-17, such as in scenarios where the end-marker can get lost. The enhancement of course can be general for all kind of services.
Observation 4: New features defined in Rel-16 and Rel-17 increasingly rely on RLC UM where low latency is key.

Potential Solutions
In this section we show a sketch of solutions while also acknowledging that multiple ways exist to mitigate the problem. 
Option 1: End-marker transmission with enhanced reliability
In RLC UM, the UE may transmit or re-transmit the SDAP end marker PDU with enhanced reliability, similar to what is done in Rel-17 during survival time for industrial IoT. For example, a HARQ NACK (or another event) for a TB with an end-marker may trigger the UE to enter a mode similar to survival time. The event can be built upon trigger options similar to those that will be defined for survival time in Rel-17. 
Option 2: Allow the UE to send “one or more” end-markers
On reception of a RDI bit or following a RRC reconfiguration to change the QoS flow to DRB mapping in RLC UM the UE may be allowed to send “one or more” end-markers in uplink. In this option, the network triggers the end-marker only once but UE is allowed to repeat the end-marker. A “repeated” end-marker is preferably transmitted on the old DRB (if it still exists), otherwise it may optionally go on the new DRB. On reception of the end-marker, the network releases buffered DRB data (just like today).
Option 3: Use an explicit ACK for the end-marker
On reception of an SDAP end-marker control PDU the gNB may explicitly acknowledge the reception of the end-marker for a particular QFI. To facilitate this option, a new DL SDAP end-marker ACK control PDU may be introduced, potentially along with a timer on the UE side. If the end-marker ACK is not received by the UE before expiry of the timer, the UE repeats the end-marker in UL or it may even re-send the end-marker with enhanced reliability. 
Option 4: The gNB may trigger a repetition of the DL Data PDU with the RDI bit set in the SDAP header and the UE maybe allowed to re-send the end-marker. 
As mentioned above other solutions are possible and we have listed some obvious ones. To align on a solution approach and agree on CRs, RAN2 could first have a short discussion phase. Thus, rather than proposing a specific solution we would like RAN2 to have a short assessment of the mitigation options to identify a good way forward in Rel-17.
Proposal 1: RAN2 to study how the handling of PDUs carrying SDAP end-marker or RDI can be enhanced to mitigate against potential message loss in RLC UM in Rel-17.

Conclusions
This contribution discusses the reliability of the SDAP end-marker control PDU (and/or RDI PDU) with emphasis on a configuration using RLC UM. We have the following observations and proposals:
Observation 1: The SDAP end-marker is inserted by the UE whenever the QoS flow to DRB mapping changes. The SDAP end-marker is applicable to both RRC configured QoS flow to DRB mapping as well as reflective QoS. 
Observation 2: Following a QoS flow to DRB mapping change for a QFI (e.g., from an old DRB to a new DRB), the gNB buffers UL SDUs received for a particular QFI flow on the new DRB until it has received an SDAP end marker control PDU on the old DRB for the same QFI. 
Observation 3: When a DRB is configured with RLC UM the SDAP UL end-marker control PDU or the DL data PDU carrying the RDI bit in the SDAP header may get lost. 
Observation 4: New features defined in Rel-16 and Rel-17 increasingly rely on RLC UM where low latency is key.
Proposal 1: RAN2 to study how the handling of PDUs carrying SDAP end-marker or RDI can be enhanced to mitigate against potential message loss in RLC UM in Rel-17.
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