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1 Introduction

The post-RAN#115e email discussion [Post115-e][088][eIAB] inter-CU routing open issues [1] emphasized on inter-topology routing with the goal to converge on BAP-sublayer procedures at the boundary node. The discussion converged toward two principal approaches, referred to as Modelling A and Modelling B. 
This contribution aims to provide a comprehensive description of Modelling A and Modelling B as understood by the authors based on this email discussion. The contribution tries to fill gaps that remained unaddressed in the email discussion so that the modelling approaches can be compared with each other. While other modelling approaches were proposed in the email discussion, they are not included in this contribution as they received only limited support. 

The discussion in this contribution only focuses on inter-topology routing. Inter-donor-DU re-routing (within the same topology or across two topologies) is not addressed. 
2 Discussion
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a) Inter-CU topological redundancy        b) Inter-CU partial migration

Figure 1: Examples for inter-CU topological redundancy and inter-CU partial migration
Figure 1 shows the examples of inter-topology transport for inter-CU topological redundancy and inter-CU partial migration. These example scenarios have been copied from the email discussion. As agreed by RAN3, the attempt should be made to accommodate a common inter-topology transport mechanism for both scenarios.
In these scenarios, four different types of traffic flows are highlighted via red, orange, purple and brown lines. These traffic flows can be differentiated as follows:
1. --- Access traffic of boundary node routed via topology 1 (green topology)
2. --- Access traffic of boundary node routed via topology 2 (blue topology)
3. --- Access traffic of descendent node routed via topology 1 (green topology)
4. --- Access traffic of descendent node routed via topologies 1 and 2 (green and blue topologies).

Note that the boundary node’s access traffic only uses one of the two topologies, while the descendent node’s access traffic may via be routed via only one or via both topologies.

Observation 1: The boundary node’s access traffic only flows within one of the two topologies, while the descendent node’s access traffic may be routed via one or via both topologies.
In this contribution, we avoid the terms concatenated and non-concatenated traffic as used in the email discussion since we believe that they may lead to misunderstanding. The term concatenated traffic, for instance, is applied to the access traffic to the boundary node that flows via topology 2. This leads to the perception that this traffic flow is routed via both topologies, which is not correct and has led to confusion.

Also, note that three of the four traffic flows reside within only one topology, and for this reason, they do not require BAP header rewriting at the boundary node. It is only the fourth traffic flow, i.e., the descendent node traffic routed via topologies 1 and 2, which requires BAP header rewriting at the boundary node.

The following sub-sections discuss the two BAP modelling approaches to support header rewriting. These two approaches differ in the order in which lower-layer ingress traffic is checked for delivery to upper layers vs. header rewriting. As stated above, we are not certain if the two modelling approaches discussed here are exactly in line with the proposals of the email discussion. However, they are functionally correct and in itself consistent and may therefore serve as a baseline for further discussion.
2.1 Modelling A: Check header rewriting before upper-layer delivery
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Figure 2: Modelling A: Check for header rewriting occurs before check for delivery to upper layers
Figure 2 shows Modelling A for a dual-connected boundary node. All dashed lines are logically contained in the modelling but need not be executed at the boundary node. 
The main steps of Modelling A for the DL are:

· Ingress traffic from lower layers is first checked for header rewriting. This is a new step which did not exist in Rel-16. The step occurs in the BAP RX part. 
· The ingress traffic is first evaluated for the topology of arrival. 
· If the traffic arrives from topology 2, header rewriting needs to be applied if the BAP routing ID contained in the ingress packet header matches an ingress BAP routing ID contained in the header rewriting table. 
· If the traffic arrives from topology 1, no header rewriting is needed (assuming the egress topology is topology 1).
· Ingress traffic from lower layers, that does not require header rewriting, will be checked for delivery to upper layers. This step is the same as in Rel-16. The step occurs in the BAP RX part. The check is based on matching the BAP address contained in the ingress packet header with the BAP address assigned to the boundary node by the ingress-topology’s CU. Before delivering traffic to upper layers, the BAP header will be stripped off.
· Ingress traffic from lower layer, that does require header rewriting, is header-rewritten based on the matching entry in the header rewriting table. This is a new step which did not exist in Rel-16. This step may either occur in the BAP RX part of the BAP TX part.

· All ingress traffic from lower layers that has not been delivered to upper layers, will be routed to the next hop based on the routing table. This step is the same as in Rel-16. The step occurs in the BAP TX part. The BAP routing IDs and next hop egress RLC channels refer to the egress topology. 
· The BAP modelling also allows for ingress traffic to arrive from upper layers at the BAP TX part. This step is the same as in Rel-16. It only applies to the IAB-donor-DU and does not have to be implemented for the boundary node.
The main steps of Modelling A for the UL are essentially the same. The following minor differences are emphasized:

· The delivery to upper layers only occurs at the IAB-donor-DU. The check for the delivery to upper layers therefore and the stripping of the BAP header ID therefore do not have to be implemented on the boundary node.

· Ingress traffic from upper layers may arrive at the BAP TX part. The handling of this traffic is the same as for Rel-16. A BAP header will be added to this traffic based on an UL mapping configuration which contains the BAP routing ID of the egress topology. The upper layer traffic will than be routed based on the routing table.
Main takeaway for Modelling A:

· The check for header rewriting is an additional processing step that needs to be executed for ingress traffic that will be delivered to upper layers, even though this traffic never crosses over to the BAP TX side. This additional processing is unnecessary.
· The BAP address of the boundary node is not only used to designate traffic for the boundary node itself, but it can also be used to designate traffic to descendent nodes in the other topology. However, it cannot be used to designate traffic to descendent node in the same topology. The handling of intra-topology and inter-topology behaviour is therefore inconsistent. 

Observation 2: Modelling A requires that traffic for the boundary node itself needs to be checked for header rewriting even though it is never subject to header rewriting.

Observation 3: Modelling A applies different rules to BAP address usage for intra-topology traffic than for inter-topology traffic.
2.2 Modelling B: Check upper-layer delivery before header rewriting 
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Figure 3: Modelling B: Check for delivery to upper layers occurs before check for header rewriting

Figure 3 shows Modelling B for a dual-connected boundary node. All dashed lines are logically contained in the modelling but need not be executed at the boundary node. 

The main steps of Modelling B for the DL are:

· Ingress traffic from lower layers is first checked for delivery to upper layers. This step is the same as in Rel-16. The step occurs in the BAP RX part. The check is based on matching the BAP address contained in the ingress packet header with the BAP address assigned to the boundary node by the ingress-topology’s CU. Before delivering traffic to upper layer, the BAP header will be stripped off.

· Ingress traffic from lower layers, that is not delivered to upper layers, is checked for header rewriting. This is a new step which did not exist in Rel-16. The step may occur in the BAP RX or BAP TX part. 

· The ingress traffic is first evaluated for the topology of arrival. 

· If the traffic arrives from topology 2, header rewriting needs to be applied if the BAP routing ID contained in the ingress packet header matches an ingress BAP routing ID’s in the header rewriting table. 

· If the traffic arrives from topology 1, no header rewriting is needed (assuming the egress topology is topology 1).
· Ingress traffic from lower layer, that does require header rewriting, is header-rewritten based on the matching entry in the header rewriting table. This is a new step which did not exist in Rel-16. This step may either occur in the BAP RX part of the BAP TX part.

· All ingress traffic from lower layers that has not been delivered to upper layers, will be routed to the next hop based on the routing table. This step is the same as in Rel-16. The step occurs in the BAP TX part. The BAP routing IDs and next hop egress RLC channels refer to the egress topology. 

· The BAP modelling also allows for ingress traffic to arrive from upper layers at the BAP TX part. This step is the same as in Rel-16. It only applies to the IAB-donor-DU and does not have to be implemented for the boundary node.

The main steps of Modelling B for the UL are essentially the same. The following minor differences are emphasized:

· The delivery to upper layers only occurs at the IAB-donor-DU. The check for the delivery to upper layers therefore and the stripping of the BAP header ID therefore do not have to be implemented on the boundary node.

· Ingress traffic from upper layers may arrive at the BAP TX part. The handling of this traffic is the same as for Rel-16. A BAP header will be added to this traffic based on an UL mapping configuration which contains the BAP routing ID of the egress topology. The upper layer traffic will than be routed based on the routing table.

Main takeaway for Modelling B:

· The check for header rewriting is not applied to ingress traffic for the boundary node itself. This is sensible since this traffic never passes over to the BAP TX side and therefore, it will never be subject to header rewriting.
· The BAP address of the boundary node is only used to designate traffic for the boundary node itself. All traffic to descendent nodes in either topology needs to use other BAP addresses. This behaviour is consistent with Rel-16 specification. 
Observation 4: Modelling B does not introduce new processing to traffic for the boundary node itself.

Observation 5: Modelling B applies the same rules to BAP address selection for intra-topology traffic as for inter-topology traffic.
2.3 Summary of Modelling A vs. B
Both BAP modelling approaches lead to functionally correct behaviour. However, Modelling A introduces unnecessary processing for the traffic to be delivered to the boundary-node’s upper layers. It further applies different behaviour for BAP address usage for intra- vs. inter-topology traffic. Modelling B does not have these shortcomings. For these reason, Modelling B is preferred.

Proposal: RAN2 to support Modelling B. 

3 Conclusion
This contribution aimed to provide a comprehensive description and comparison of Modelling A and Modelling B. The following observations and proposal have been made: 

Observation 1: The boundary node’s access traffic only flows within one of the two topologies, while the descendent node’s access traffic may be routed via one or via both topologies.

Observation 2: Modelling A requires that traffic for the boundary node itself needs to be checked for header rewriting even though it is never subject to header rewriting.

Observation 3: Modelling A applies different rules to BAP address usage for intra-topology traffic than for inter-topology traffic.
Observation 4: Modelling B does not introduce new processing to traffic for the boundary node itself.

Observation 5: Modelling B applies the same rules to BAP address selection for intra-topology traffic as for inter-topology traffic.
Proposal: RAN2 to support Modelling B. 
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