3GPP TSG-RAN WG2 Meeting #116 electronic                                              R2-2109861
Online, November 1-12, 2021
Title: 
Discussion on inter-donor migration and service interruption reduction
Source: 
ZTE, Sanechips
Agenda item:
8.4.3
Document for:
Discussion
Introduction
During RAN2#114-e meeting, two liaisons on inter-donor migration and service interruption reduction were received from RAN3. During RAN2#115-e meeting, the two liaisons were discussed and two reply liaisons were sent to RAN3. However, there are still some identified issues needs to be further discussed in RAN2 due to the limited time. In this contribution, we first discuss the remaining issues on Alt 1 of two logical DUs. And then, we discuss the remaining issues for solution 1 of delivering RRC reconfiguration messages for descendant nodes via source path. 
Discussion
On inter-donor migration

During RAN2#114e meeting, an LS [1] on inter-donor migration was sent to RAN2 to ask RAN2 to provide feedback on the two implementation alternatives of two logical IAB-DUs in full migration. 
- Alt1: the two logical DUs use separate physical cell resources

- Alt2: the two logical DUs use the same physical cell resources
The LS on inter-donor migration was discussed in RAN2#115e meeting and the reply LS [2] was agreed as excerpted in the below. 
	With respect to the above description of Alt1 and the use of “separate” physical resources, RAN2 has reached the following understanding at RAN2#115-e:

R2 assumes that the UE need to be able to treat the separate resources as different cells on L1. 

With respect to the questions posed by RAN3, the RAN2 position is as follows:

On the issue of whether RAN2 has found any technical issues for the above Alt1 and Alt2, RAN2 considers Alt1 to be a feasible solution, even though a technical analysis on the specification impact in RAN2 is needed for Rel-17 full migration scenario being considered by RAN3. The UE needs to perform the legacy handover procedures if Alt1 is adopted, and some companies in RAN2 foresee potential standardisation effort for RAN2 if Alt1 is adopted by RAN3. With regards to Alt2, RAN2 has provided below the answers to specific questions raised by RAN3 on Alt2.

More specifically:

On Q1 (“Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?”), since NCGI is broadcast via SIB1, the change of NCGI can be achieved by updating SIB1. Therefore, RAN2 has not identified any issues for the case of NCGI change without accompanying PCI change.

On Q2 (“Is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?”), some companies indicate they see no issues with using the same PCI, while some companies raise some concerns including UE behaviour when PCI is not changed.

On Q3 (“When cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?”), several companies have raised issues in RAN2, including service interruption for the UE, congestion on RACH and RRC, and the timing of the boundary IAB-DU configuration switch from source CU configuration to target CU configuration. 

Given the above, RAN2 has concluded that Alt1 might be a viable a candidate solution, pending standards impact analysis as outlined above, and pending further clarifications from RAN3 raised at the end of this reply LS. 

Regarding Alt2, several potential issues have been raised in RAN2. Moreover, Alt2 requires co-ordination across multiple WGs. 

In order to make further progress of the feasibility assessment, RAN2 would like to confirm its understanding quoted at the beginning of this LS with RAN3 and to ask RAN3 the following:

What is the exact meaning of the separate vs. shared ‘physical cell resources’ concept in the assumed scenarios? For separate ‘physical cell resources’, does RAN3 consider the cells to use different frequencies or to perform time-multiplexing on the same frequency?  


Based on the above RAN2 reply LS, RAN2 considers Alt1 to be a feasible solution, even though a technical analysis on the specification impact in RAN2 is needed for Rel-17 full migration scenario being considered by RAN3 since some companies in RAN2 foresee potential standardisation effort for RAN2 if Alt1 is adopted. According to [3], the following two technical issues were brought out regarding alternative 1: 
Technical issue 1. How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CUs via two logical DUs? 

Considering there is one IAB-MT and two logical DUs in the boundary node, it should be further discussed how the IAB-MT’s BAP layer should apply the two sets of the BAP related configurations received from two donor CUs via the two collocated logical DUs. In our view, configurations provided by F1AP messages that needs to be applied by BAP layer in IAB-MT consists of UL mapping, routing configuration and traffic mapping configuration. In inter donor migration scenario, migrating IAB-MT is always single connected with source parent node or target parent node. And uplink BAP PDUs only needs to be transmitted to source parent node or target parent node. As a result, for uplink transmission, there is no need to maintain two set of BAP configuration at migrating IAB-MT. Before IAB-MT migration, migrating MT shall use BAP configurations received from the source donor CU via source logical DU. And after IAB-MT migration, migrating MT shall use BAP configurations received from target CU via source logical DU. For downlink transmission, the BAP entity at the migrating MT needs to differentiate the DL packets to be sent to source and target logical DUs, which is analyzed in the below. 

Observation 1: For uplink transmission, only one set of BAP configuration is maintained at migrating IAB-MT . Before IAB-MT migration, migrating MT shall use BAP configurations received from the source donor CU via source logical DU. And after IAB-MT migration, migrating MT shall use BAP configurations received from target CU via source logical DU. 
Technical issue 2: How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DUs? 

After IAB-MT migration, IAB-MT receives DL traffic from target path only. And the DL packets (including F1-C or F1-U packets) received from target parent node may need to be delivered to logical DU1 or logical DU2. As shown in Figure 1, UE 2 has already been migrated to the target donor CU, while UE1 is not migrated yet. In this case, after migrating IAB-MT and F1 transport migrate to target path, DL packets for UE1 needs to be transmitted via target path to migrating IAB-MT and then delivered to source logical DU. And DL packets for UE2 needs to be transmitted via target path to migrating IAB-MT and then delivered to target logical DU. 
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Figure 1 inter donor migration - two logical DUs at migrating IAB node
One potential solution is to differentiate the DL packets based on the BAP address or BAP routing ID contained in the BAP header. However, the solution based on the BAP address or BAP routing ID doesn’t work if the same BAP address or BAP routing ID is allocated by the source and target donor CU. Another potential solution is that migrating IAB-MT differentiate DL packets based on the source IP address of the packets. If source IP address of the DL packet is source donor CU’s IP address, the DL packet shall be delivered to the source logical DU. While if source IP address of the DL packet is target donor CU’s IP address, the DL packet shall be delivered to the target logical DU. In this solution, IAB-MT shall be able to inspect IP header of the received DL packet and determine which logical DU the packet needs to be delivered to. 

Observation 2: For downlink packets, the migrating IAB-MT determine which logical DU the packet needs to be delivered to according to the source IP address of the received DL packet. 
In a sum, technical issue 1 and 2 for alternative 1 of two logical DUs could be resolved by implementation and there is no specification impact in RAN2. And an LS needs to be sent to RAN2 to inform that alternative 1 of two logical DUs could be supported without RAN2 impact. 
Observation 3: Alternative 1 (i.e. the two logical DUs use separate physical cell resources) has no specification impact in RAN2. 

Proposal 1: An LS needs to be sent to RAN2 to inform that alternative 1 of two logical DUs could be supported without RAN2 impact. 
On service interruption reduction
During RAN3#112-e meeting, the issue of how to deliver RRCreconfiguration message for descendant nodes in intra-donor migration was discussed and it was agreed that for intra-donor migration, the solution set to support transfer of RRCReconfiguration for descendent IAB node over source path is limited to solutions 1 and 2. And an LS [2] was sent from RAN3 to RAN2 to ask RAN2 to provide feedback on the two solutions as below. During RAN2#115e meeting, the LS on reduction of service interruption was discussed and the reply LS to RAN3 is excerpted in the below. For solution 1, RAN2 observes that there are a few aspects of Solution 1 requiring further discussion in RAN2 and the case of IAB-node migration failure needs to be discussed for solution 1. And RAN2 emphasizes that for solution 1, RRC messages (PDCP PDUs) should be received in order, and RAN2 would investigate if there are impacts on PDCP due to the RRC message withheld at the parent node or due to multiple withheld RRC messages. 
	RAN2 provides the following feedback to RAN3 regarding Solutions 1 and 2:

Solution 1:
RAN2 observes that there are a few aspects of Solution 1 requiring further discussion in RAN2, which are provided at the end.

RAN2 emphasizes that for solution 1, RRC messages (PDCP PDUs) should be received in order, and RAN2 would investigate if there are impacts on PDCP due to the RRC message withheld at the parent node or due to multiple withheld RRC messages.

Solution 2:

RAN2 expects the following impact for Solution 2:

Impact to RRC specification (38.331):

Indication for conditional execution to be added to ASN.1 for RRCReconfiguration message

Procedures for the child IAB-node to potentially discard the buffered RRCReconfiguration, to address the case of IAB-node migration failure.

L1/L2 indication (e.g. new BAP control PDU) sent by the migrated parent IAB-node DU to the descendant IAB-node MT to trigger the execution of RRCReconfiguration at the child IAB-node MT, and related configuration at the parent node. 

Finally, RAN2 observes that trigger conditions for both Solution 1 (to forward withheld RRCReconfiguration) and Solution 2 (to send the L1/L2 indication) require further discussion. Interaction of CHO with both solutions may also need further discussion. The case of IAB-node migration failure needs to be discussed for solution 1, and the impacts for solution 2 are provided above.

RAN2 requests RAN3 to consider the above feedback in their discussion of solutions for reduction of service interruption during intra-donor IAB-node migration.


Here we continue to discuss the impacts on PDCP due to the RRC message withheld at the parent node especially upon migration failure of the migrating MT. In our view, the PDCP reordering timer for SRB shall be set as “infinity” by CU to avoid packet loss of RRC signaling although the PDCP reordering timer for SRB could be reconfigured by the gNB. As a result, RRC messages (PDCP PDUs) should be received in order as pointed out by RAN2 in the reply LS. Otherwise, subsequent PDCP PDUs couldn’t be delivered to upper layer when there is a PDCP SN gap. So if the migration of migrating IAB-MT fails, the buffered RRCReconfiguration shall not be deleted. On the other hand, if the buffered RRCReconfiguration is released to child MT upon migration failure, incorrect reconfiguration would be implemented by the child MT. During the offline discussion in RAN2, some company proposed that if a new RRC Reconfiguration arrives, while the buffered RRC Reconfiguration message has not yet been delivered, the parent will deliver both messages to the child. However, we are not sure how it works. In current specification, parent IAB-DU is not aware of the message type of the RRC message included in the RRC container in the F1AP message since the RRC message should be transparent delivered via the parent DU. Actually, if the RRC message included in the RRC-Container IE in the F1AP message is not RRC Reconfiguration message, the buffered RRC Reconfiguration message should not be released to child IAB-MT. Otherwise, incorrect reconfiguration would be performed by the child MT. In our view, the handling of the buffered RRC Reconfiguration message at parent node in solution 1 needs to be further discussed in RAN2. 
Observation 4: The PDCP reordering timer for SRB shall be set as “infinity” by CU to avoid packet loss of RRC signaling although the PDCP reordering timer for SRB could be reconfigured by the gNB. 
Observation 5: If the migration of migrating IAB-MT fails, the buffered RRCReconfiguration shall not be deleted. And if the buffered RRCReconfiguration is released to child MT upon migration failure, incorrect reconfiguration would be implemented by the child MT. 

Proposal 2: The handling of the buffered RRC Reconfiguration message at parent node in solution 1 needs to be further discussed in RAN2. 
Conclusion
In this contribution, we first discussed the remaining issues on Alt 1 of two logical DUs. And then, we discussed the remaining issues for solution 1 of delivering RRC reconfiguration messages for descendant nodes via source path. The following observations and proposals have been provided:

Observation 1: For uplink transmission, only one set of BAP configuration is maintained at migrating IAB-MT . Before IAB-MT migration, migrating MT shall use BAP configurations received from the source donor CU via source logical DU. And after IAB-MT migration, migrating MT shall use BAP configurations received from target CU via source logical DU. 
Observation 2: For downlink packets, the migrating IAB-MT determine which logical DU the packet needs to be delivered to according to the source IP address of the received DL packet. 
Observation 3: Alternative 1 (i.e. the two logical DUs use separate physical cell resources) has no specification impact in RAN2. 

Observation 4: The PDCP reordering timer for SRB shall be set as “infinity” by CU to avoid packet loss of RRC signaling although the PDCP reordering timer for SRB could be reconfigured by the gNB. 
Observation 5: If the migration of migrating IAB-MT fails, the buffered RRCReconfiguration shall not be deleted. And if the buffered RRCReconfiguration is released to child MT upon migration failure, incorrect reconfiguration would be implemented by the child MT. 

Proposal 1: An LS needs to be sent to RAN2 to inform that alternative 1 of two logical DUs could be supported without RAN2 impact. 
Proposal 2: The handling of the buffered RRC Reconfiguration message at parent node in solution 1 needs to be further discussed in RAN2. 
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