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Introduction
In RAN#93e meeting, topology-wide fairness and latency optimization are de-prioritized with following conclusions [2]:
	Proposal 1: Enhancements to improve topology-wide fairness and multi-hop latency to be deprioritized.
Proposal 3: RAN2-led efforts on enhancements to LCG-range extension, RLF indications and local
rerouting to continue.


The remaining issues under the corresponding objective is LCG range extension and uplink hop-by-hop flow control. 
In this contribution, we will focus on the discussion of LCG range extension, including BSR format, the need of eLCID. Additionally, for congestion enhancement, a simulation comparing uplink hop-by-hop flow control and backpressure mechanism is provided as well, illustrating the benefit of introducing uplink hop-by-hop flow control to the IAB network.
Discussion
LCG Range Extension
In RAN2 #115e meeting, following agreements are captured for LCG range extension
	· The length of LCG to be extended to 8 bits (i.e., at most 256 LCGs).
· New Short (Truncated) BSR format to specified that has a fixed size and consists of an 8-bit LCG ID field and an 8-bit Buffer Size field.


The remaining open issues regarding to LCG range extension is the Long (Truncated) BSR Format. Two options were discussed in [1]:
Option 1: A variable size and consists of 256 LCGi and the Buffer Size(s) fields
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Figure 1
Option 2: 8-bit LCG ID + 8-bit Buffer Size for each LCG
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Figure 2
From procedure point of view. In Option 1, the Long (Truncated) BSR format for extended LCG range follows the similar format of legacy Long (Truncated) BSR. Each field of LCGi indicates the presence of the Buffer Size field for the corresponding logical channel group i. When receiving a Long (Truncated) BSR format with LCG range extension, the receiving operation is the same as legacy procedure. However, different processing should be implemented at the receiving side, as the Buffer Size of one logical channel group can be decoded right after LCG ID.
However, from packet size point of view, assuming N logical channel group is reported and included in the Long (Truncated BSR format), Option 1 needs (32+N) Bytes while Option 2 consumes (2N) Bytes. An example table of required size between Option 1 and Option 2 are shown as below:
	
	Required size of Long (Truncated) BSR format for LCG range extension

	N < 32
	Option 1 > Option 2

	N = 32
	Option 1 = Option 2

	N > 32
	Option 1 < Option 2


The required packet size of Option 1 becomes much smaller than Option 2 when the number of logical channel group requiring buffer size reporting increases. Recalling that LCG range is extended to 256, Option 1 can save more bits when reporting Long (Truncated) BSR.
Observation 1: [bookmark: _Ref85784839]Option 1 has less specification impact and can save more size when the number of logical channel group required for buffer size reporting increases.
Proposal 1: [bookmark: _Ref85784845]New Long (Truncated) BSR Format is specified as “A variable size and consists of 256 LCGi and the Buffer Size(s) fields”.
Additionally, whether to use one-octet eLCID or reserved LCIDs for the new format Short/Long BSR formats is still open in last RAN2 meeting. Considering both Desired Guard Symbols and Pre-emptive BSR defined in Rel-16 IAB are using one-octet eLCID, it is proposed that the new format Short/Long BSR formats should use one-octet eLCID as the value in MAC CE.
Proposal 2: [bookmark: _Ref85784849]New values of one-octet eLCID are used for Short/Long (Truncated) BSR.
Uplink Hop-by-Hop Flow Fontrol
In last RAN2 meeting, UL Hop-by-Hop flow control feedback was discussed. The opponent companies think that the flow control in upstream can be done by UL scheduling, which can be left to implementation. In this section, we show a simulation result comparing UL scheduling (i.e. back pressure) with uplink HbH flow control feedback.
Upstream traffic has the same congestion issues as downstream traffic. In fact, for upstream traffic, the congestion is likely to occur closer to the donor due the aggregation of data from large numbers of UEs. Given that the congestion occurrence for upstream traffic is further from the location of injection of data (the UE & access IAB node), the congestion issue could be more serious. 
The backpressure mechanism consists of the congested node reducing/stopping uplink resource allocation to its child nodes. With this mechanism, how severe the IAB-node is congested is not carried to the source node; it is essentially a one-hop flow control mechanism. 
Observation 2: [bookmark: _Ref85784855]The backpressure mechanism (i.e. UL scheduling) does not carry congestion to the source node, which is a one-hop flow control mechanism.
We compare the backpressure method to hop-by-hop flow control, where flow control feedback information is generated by the congested node and transmitted to its child nodes, which in turn relay the feedback information. 
We consider a route between a source node and a destination node as shown and analyse the impact of congestion on the route. The route is selected from a larger network of IAB nodes and UEs in which the IAB nodes and UEs are dropped randomly. In the context of uplink flow control the source node is the UE and the destination node is the IAB donor.


[bookmark: _Ref54274598]Figure 3
Given that the goal is to model congestion and flow control, the physical layer is not explicitly modelled. Instead the SINRs on the links (which are assumed to not vary) are translated to data rates. 
Packets arrive at the source, each packet of size 20 kbits. The packets are segmented into 5 subpackets for transmission (each subpacket of 4 kbits). Packets arrive at the source node according to a poisson process with arrival rate of 800 packets/sec.
Congestion is simulated at node 3, resulting from a drop in the link quality on the node3-destination node link. The data rates when congestion occurs along the route are 16 Mbps, 12 Mbps, 8 Mbps and 4 Mbps for the 4 successive links from left to right in Figure 3. Each IAB node is assumed to have a buffer of 160 kbits for the flow being considered and the donor has an infinite buffer. A node initiates flow control related actions when the buffer is 80% full. 
Flow control actions consist of the node transmitting a flow control indication to the source node and/or the immediate prior node in the chain. When an IAB node or the source node receive the flow control indication, it stops transmitting data corresponding to the flow for a wait time (to allow the overloaded buffer to drain). After the expiration of the wait time, the node resumes transmission of data. The flow control indication is subject to a 3 TTI delay at each node for both end-to-end and hop-by-hop flow control indications. That is, if a flow control indication is received in TTI n, it is transmitted to the next node in TTI n+3. For purposes of computation of data rates, goodput etc., a TTI is assumed to be 1 ms.
We provide below simulation results comparing the flow control mechanisms that can be considered. Around 20% throughput increases when using sending uplink hop-by-hop flow control feedback to its child IAB-node. Furthermore, by using uplink HbH flow control feedback, the dropped packet ratio is reduced to almost zero. This is because, although the parent IAB-node can reduce scheduling uplink traffic from its child IAB-node with backpressure mechanism, the packets at the child IAB-node may still be discarded due to the buffer limitation of the child IAB-node. However, when receiving uplink HbH flow control feedback, the child IAB-node can adjust its own scheduling decision based on the buffer status of the parent IAB-node.
Observation 3: [bookmark: _Ref85784860]By sending uplink HbH flow control feedback to its child IAB-node, around 20% throughput is increased. The dropped packet ratio reduces to zero.
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Figure 4. UL hop-by-hop flow control simulation result
Based on the above, it is beneficial to introduce hop-by-hop flow control for upstream traffic. This can mirror the BAP layer flow control feedback that has been introduced for downstream traffic.
Proposal 3: [bookmark: _Ref53497629]Hop-by-hop flow control feedback for upstream traffic is introduced.
Proposal 4: [bookmark: _Ref53497632]Hop-by-hop flow control feedback for upstream can be within the BAP layer and can be based on the design for downstream flow control feedback.
Conclusion
In this contribution, we analyzed the pros and cons of two types of format for Long (Truncated) BSR. Moreover, we further compared the throughput and packet drop rate of backpressure mechanism and uplink hop-by-hop flow control. The simulation results show that, by using uplink HbH flow control feedback, the dropped packet rate can be reduced to zero, and system throughput can be improved around 20%. 
We have following observations and proposals:
Observation 1:Option 1 has less specification impact and can save more size when the number of logical channel group required for buffer size reporting increases.
Proposal 1:New Long (Truncated) BSR Format is specified as “A variable size and consists of 256 LCGi and the Buffer Size(s) fields”.
Proposal 2:New values of one-octet eLCID are used for Short/Long (Truncated) BSR.
Observation 2:The backpressure mechanism (i.e. UL scheduling) does not carry congestion to the source node, which is a one-hop flow control mechanism.
Observation 3:By sending uplink HbH flow control feedback to its child IAB-node, around 20% throughput is increased. The dropped packet ratio reduces to zero.
Proposal 3:Hop-by-hop flow control feedback for upstream traffic is introduced.
Proposal 4:Hop-by-hop flow control feedback for upstream can be within the BAP layer and can be based on the design for downstream flow control feedback.
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