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[bookmark: _Ref503504522]Introduction
During last meeting, RAN2 made the following agreements related to ST handling:
Agreements:
1	RAN2 takes the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)
2	Survival Time triggered proactively based on Sequence Number is deprioritized
3	UE-based reactive solution based on RLC-NACK is not pursued
4	RAN2 will work/study UE-based reactive solutions to address survival time on top of gNB implementation.   RAN2 assumes that gNB implementation solutions on their own are not sufficient.  

In the following we highlight possible concerns on currently proposed "UE-based reactive solutions", and we consider how ST handling could already be achieved by gNB implementation.
Discussion
Performance requirements
The performance requirements RAN2 agreed to consider are as follows:
[image: ]
RAN2 already considered very similar requirements during Rel-16 IIoT SI (only change being service area size/UE speed), and asked RAN1 for performance analysis in LS R2-1816043, which was answered in LS R1-1901470.
In R2-1816043, RAN2 was stating " It is RAN2 understanding that as part of L1 URLLC enhancements RAN1 is already evaluating NR towards 1ms latency and 10-6 reliability targets. RAN2 would like to indicate that reliability targets going beyond 99.9999% can be achieved by higher layer redundancy (e.g. with PDCP packet duplication it is possible to reduce it in case both links operate with the same reliability, i.e. if two links operate with 10-4 reliability in PHY/MAC layer, then it is possible to achieve 10-8 reliability for a transmission on PDCP layer). RAN1 does not have to analyze more stringent requirement or study solutions to address those. "
The survival time being equal to the transfer interval, the communication service is unavailable as soon as 2 consecutive packets are lost. Conversely, as long as there are no consecutive errors, the communication service is available. The communication service unavailability (CSU=1-CSA) ranges from 10-5 to 10-7 for 500us case, and 10-6 to 10-8 for 1ms and 2ms case. 
If packet errors are uncorrelated in time, a CSU of 10-8 can be achieved with a reliability (PER) of 10-4, as also stated in 22.104 Table 5.1-1. However, this is an unrealistic assumption for a single radio link. If errors are correlated in time, e.g. if they always occur in pair, then CSU=PER=10-4.
During Rel-16 IIoT SI, as can be seen in the LS, the assumption was that PDCP duplication can increase reliability from 10-n to 10-2n, using 2 (uncorrelated) links with reliability 10-n. 
[bookmark: _Ref79056481]Observation 1: Rel-16 IIoT SI assumed PDCP duplication with both links uncorrelated
Using PDCP duplication can increase PER hence CSU to 10-8, which indeed fulfills the CSA performance requirement.
[bookmark: _Ref79098145]Observation 2: Rel-16 IIoT SI concluded that performance requirements could be achieved with PDCP duplication

Using ST information
RAN2 is currently investigating how to use ST information to enhance handling of use cases described earlier, particularly because PDCP duplication resource overhead is significant.
[bookmark: _Ref79096612]Observation 3: Main usage of ST information could be to limit usage of PDCP duplication
The current main proposal in RAN2 is to "enhance reliability" dynamically upon Tx failure detection by activating PDCP duplication, as follows:


We can see the following concerns:
· L1-NACK reliability: the goal is to avoid consecutive failures on CC1, a solution relying on a signal sent in between on the same carrier CC1 seems not reliable, especially for TDD
· Preconfigured resources waste: it is argued that preconfigured resources on CC2 can be reassigned to other UEs when L1-NACK is not sent. However if it is the case, it would be simpler to just always activate PDCP duplication, not configure CG on CC2, and rely on opportunistic DGs scheduled on CC2 whenever L1-NACK would be sent on CC1.
· PDCP configuration control under tight L1 real time requirement: the maximum time T to activate PDCP duplication may be quite short (e.g. 80us in R2-2104900). Moreover, the UE would preprocess PDCP SDUs into RLC SDUs and not duplicate such RLC SDUs, hence duplication activation deadline is before the arrival of the next PDCP SDU, and not directly related to the next CG. PDCP may be implemented on different core than L1 and such constraint seems not reasonable.
· Testability: There is currently no delay requirement on PDCP configuration, we assume there will not be, which means the "solution" will not be testable and might work only based on UE implementation. 
[bookmark: _Ref79096614]Observation 4: Main concerns with "reactive solutions": L1-NACK not reliable on a failed CC, preconfigured resource waste, PDCP configuration control under tight L1 real time requirement, testability
Conversely, the above solution also ignores knowledge of the CC on which a Tx failure was detected. The most important is not to duplicate the next transmission with another CC, but rather to use a different CC. To avoid consecutive failures, if 2 carriers are available, the gNB can use CA as follows:


With RAN2 assumption (already used for PDCP duplication) that both links are not corelated, a PER of 10-4 leads to a CSU to 10-8, i.e. CSA requirement can be reached without using PDCP duplication. 
[bookmark: _Ref79096616]Observation 5: With uncorrelated links assumption, CSA requirement is reached by alternating CC allocations
This scheme could be used also for DC assuming PDCP routing for a split bearer takes into account future allocation (i.e. PDCP routes packets to the leg with earlier grant). That would be a simple update, though not required as CA should be enough.
Without above RAN2 assumption, PDCP duplication could also be pre-activated (i.e. packets delivered to both legs all the time), and additional grants sent opportunistically, while PDCP discard timer set to CG periodicity would discard packets not sent. CG can also be (re)configured opportunistically (e.g. with CG Type 2).


[bookmark: _Ref79096900]Observation 6: Always-on PDCP duplication may be still used on top, with opportunistic allocations
In conclusion, gNB implementation can already take advantage of ST knowledge in a more effective way than the currently discussed "reactive solutions".
[bookmark: _Ref61565719][bookmark: _Ref79056485]Proposal 1: Consider alternating CC allocations to avoid consecutive Tx failures
Conclusion 
In this contribution, we make the following observations and proposals:
Observation 1: Rel-16 IIoT SI assumed PDCP duplication with both links uncorrelated
Observation 2: Rel-16 IIoT SI concluded that performance requirements could be achieved with PDCP duplication
Observation 3: Main usage of ST information could be to limit usage of PDCP duplication
Observation 4: Main concerns with "reactive solutions": L1-NACK not reliable on a failed CC, preconfigured resource waste, PDCP configuration control under tight L1 real time requirement, testability
Observation 5: With uncorrelated links assumption, CSA requirement is reached by alternating CC allocations
Observation 6: Always-on PDCP duplication may be still used on top, with opportunistic allocations
Proposal 1: Consider alternating CC allocations to avoid consecutive Tx failures
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Table 5.2~

: Periodic deterministic communication service performance requirements

Characteristic parameter

Tnfluence quantity

End-toend Message | Transfer UE #ofUEs | Service Remarks,
tion service latency: size erval: speed area
availability: mean time maximum | experienced | [byte] | targetvalue (note 13) (note 3)
targetvalue | between failures | (note 2) datarate | (note 12a) | (note 12a)
(note 1) (note 122) | (note 12a]
99999 % to | ~ 10 years <transfer | - 50 50005 500ys | <75kmh |20 50mx10m | Motion control (A22.1)
99.999 99 % interval x10m
value
999999 %10 | ~ 10 years <tanster | - £y Tms Tms <75kmh | £50 50mx10m | Motion control (A22.1)
99.999 999 % interval x10m
value
999999 %10 | ~ 10 years <tanster | - 20 Zms Zms Z75kmh | £100 50mx10m | Motion control (A22.1)
99.999 999 % interval x10m
value
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