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1. Introduction
In RAN2-113bis-e [1], RAN2 agreed to only support NAS-based busy indication for RRC_IDLE and RRC_INACTIVE. After further discussions, RAN2 identified potential impacts to SA2, CT1 and RAN3 WGs and asked the WGs for feedback [2]. RAN2 mentioned that it can revert the agreement on NAS-based busy indication for RRC_INACTIVE if the feedback is negative. In this contribution, we discuss the responses received from SA2 [3] and RAN3 [4] and provide our views on NAS based busy indication in RRC_INACTIVE. 
2. Discussion
2.1 Reply LS from RAN3
Firstly, on the extra delay caused by sending busy indication to 5GC and then if 5GC needs to inform RAN about it, RAN3 opined that the latency may be different depending on the different potential solutions and did not reach any consensus on whether the extra delay is a big issue [4]. Secondly, on the other impacts beyond those identified by RAN2, RAN3 expects SA2/RAN2 to decide on the final solution first.

Observation 1: RAN3 couldn't reach consensus on whether the extra delay is a big issue if sending busy indication via NAS when the UE is in RRC_INACTIVE state.

Observation 2: RAN3 expects SA2/RAN2 to decide on the final solution.

2.2 Reply LS from SA2 

According to [3], SA2 have endorsed a CR where a unified SR procedure can be used by both RRC_IDLE UE and RRC_INACTIVE UE to send the NAS busy indication. This means that no further specification change is needed for the service request triggering for RRC_INACTIVE UE. So based on their answer to RAN2’s Question 1, we understand that SA2 does not have concerns on the two impacts identified by RAN2.

Observation 3: A unified SR procedure can be used to send the NAS busy indication for both RRC_IDLE and RRC_INACTIVE and the corresponding CR has been developed by SA2.
For the RAN2’s Question 2, SA2 expressed that 13 companies have the concern described hereafter whereas 12 companies do not share this concern.


From this, we understand the main concern from some companies is the potential waste of the Uu resources. However we don't think this is a big issue considering that:

·    If the RAN node receives a NAS message in the RRCResumeComplete after it sends the RAN paging message to the UE, the RAN node can delay the scheduling of the DL data/signalling a bit based on its implementation. Thus, the waste of Uu resource can be reduced or avoided if the CN send the release request to RAN node later.

·    The time period between the RAN node forwarding NAS busy indication to the AMF and receiving the N2 release request from the AMF is short, mainly including the processing delay by the RAN node and AMF as well as the N2 transmission delay. So even if the RAN node starts the scheduling of DL data/signalling after receiving the RRCResumeComplete message, the amount of data/signalling that RAN node can schedule during this period would be very limited.
·   Sending busy indication is optional for the UE. So the UE may not send the busy indication even if it rejects the paging from RAN node. In this case, the RAN node would repeat the paging transmission and even extend the paging area but the UE will not respond. This can also be considered as a waste of Uu resources. Compared with this case, the situation of potential resource waste expressed by some companies in SA2 is better. 
Observation 4:  The concerns on the Uu resource waste expressed by some companies in SA2 is not a big issue.
Another point mentioned by SA2 is by using NAS-based busy indication for RRC_INACTIVE, the UE is always put in RRC Idle state. We think this is acceptable since in most of cases the UE may be busy in the network A for a long period of time and switching to RRC_IDLE in NW B will not cause any problem.
To summarize, based on the responses from SA2 and RAN3, the procedure for RRC_IDLE can be reused for RRC_INACTIVE and hence no additional standard effort is needed as no essential issues had been identified.  On the contrary, if RAN2 reverts the agreement and agrees to use RRC-based busy indication for RRC_INACTIVE, RAN2 still needs to discuss the possible solution and may need to ask SA3 on the security issue. In addition to this, how the CN knows and the interaction between the CN and RAN node needs to be discussed when the UE rejects the paging. This may require RAN3/SA2 involvement and may further delay the completion of the MUSIM WI in SA2.
Based on the above analysis and considering that the busy indication is an optional feature based on UE implementation, using NAS procedure for RRC_INACTIVE is enough. No need to revert the previous agreement and spend time on optimization. 
Proposal 1: RAN2 keeps the following agreement on busy indication:

· Only support NAS-based busy indication (for IDLE and INACTIVE)
Besides responding to the busy indication related questions, SA2 asked another question on the range of absence time RAN2 considers to use in the procedure for “switching without leaving RRC Connected state”. Our understanding with this question is that SA2 seems to wonder if NAS based busy indication can be sent without leaving RRC_CONNECTED state in NW A. RAN2 has already discussed the general issue on whether to support simultaneous two RRC connections in R17 in [5]. In our view, two RRC connections are out of scope of R17 and should not be considered as analysed in our contribution [6]. If this is finally agreed, we understand that SA2 does not need to care about the range of absence time as for any events that require UE to establish the RRC connection in NW B, including sending busy indication, UE should leave RRC_CONNECTED state in NW A.
Proposal 2: If RAN2 finally agrees to not support two simultaneous RRC connections in Rel.17, RAN2 can inform this agreement to SA2 and explain that the range of absence time for “switching without leaving RRC Connected state” has no impact on SA2 based on this agreement.  
3. Conclusion

In this contribution, we discussed the responses from SA2 and RAN3 for the LS sent by RAN2 on its agreement on NAS busy indication for RRC_INACTIVE and propose the following:
Proposal 1: RAN2 keeps the following agreement on busy indication:
· Only support NAS-based busy indication (for IDLE and INACTIVE)
Proposal 2: If RAN2 finally agrees to not support two simultaneous RRC connections in Rel.17, RAN2 can inform this agreement to SA2 and explain that the range of absence time for “switching without leaving RRC Connected state” has no impact on SA2 based on this agreement. 
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- The UE resumes from RRC-Inactive when sending the Paging Reject in NAS level.


- The RAN is unaware of the content of the NAS message and forwards the NAS message to AMF. The RAN node starts scheduling the DL data or signalling within its buffers for the UE.


- Depending upon UE implementation, the UE may discard any received packet or NAS PDU, which would lead to use of Uu resources for these discarded packets or NAS PDUs.


- This may continue until the UE is released.


- RAN receives the N2 release request from the AMF and then releases the UE to CM-IDLE/RRC-IDLE.








