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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
RAN2 discussed the issues to be concerned for Rel-17 eIAB, including fairness, latency and congestion aspects. The summary in [1] offers a set of proposals with detailed solutions that show some support. During the online discussion at RAN2#113bis-e meeting [2], only the following agreement was agreed:
· LCG range to be extended for IAB-MT. Size of LCG and enhancements to BSR are FFS
In this paper, we mainly focus on the latency issues, e.g., the controversial concept of per RLC hop latency, the granularity of the latency, the timing information to be indicated in the BAP header, and the FFS left for LCG extension.
2. Discussion
2.1. Latency to be reported from IAB-node to IAB-donor-CU
Several companies proposed that the IAB-node reports RLC latency to the CU-CP to address IF1, IF2, IL1, IL5 and IL6. We sympathize with the solution that it is conducive to assisting the IAB-donor-CU for adaptive BAP routing configuration. The IAB-donor-CU aware of the latency between hops in the whole IAB topology network is able to derive the optimal BAP routing path, in the grand scheme of things, for each packet coming from upper layers at the access IAB-node. However, it remains unclear that the definition of the RLC latency, and the granularity of the latency being reported. These issues will be discussed in this section step by step. After a comprehensive analysis of the components of RLF latency, it further arouses our interests to re-consider the possibility of reporting other types of latency as already defined in the L2 measurements framework for Routing Configuration optimization.
MDT defines the packet delay measurements for both UL and DL, in the interest of simplicity, we will firstly focus on the UL direction. According to TS 38.314 [3], the RAN part (including UE) of UL packet delay measurement comprises:
-	D1 (UL PDCP packet average delay, as defined in clause 4.3.1.1).
-	D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2).
-	D2.2 (average RLC packet delay, as defined in 4.2.1.2.3).
-	D2.3 (average delay UL on F1-U, it is measured using the same metric as the average delay DL on F1-U defined in TS 28.552 [2] clause 5.1.3.3.2).
-	D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4).
The illustration of the above L2 measurements in IAB framework is shown below as Figure 1. 


[bookmark: _Ref71206234]Figure 1 L2 measurements in uplink direction
The uplink latency between two hops is related to the processing time from BAP@ child IAB-MT to BAP@ parent IAB-DU, so the RLC latency can be defined as the time spent from BAP entity at the transmitting side to the BAP entity at the receiving side. However, the existing L2 measurements only include D2.2 and D2.1, while the latency induced by BAP sublayer is not considered. 
It seems straight-forward to define a BAP-specific packet delay for IAB-node at the first sight, yet a closer scrutiny of the functionality shows that the introduction of a new L2 measurement is not necessary:
· BAP sublayer is only responsible for data transfer (including routing selection and routing), packets coming from upper layers will be assembled with a selected routing ID and, together with the packets received from the peer BAP entity, delivered to the next hop. There is no additional latency incurred with regard to either re-ordering (happened in PDCP sublayer) or scheduling process (in MAC sublayer).
· No buffer is specified for BAP entity, thus it is left to implementation for vendors to estimate the latency, if necessary. Or in case companies think such latency cannot be neglected and the buffer should be specified accordingly, the latency that BAP packets are buffered and to be queued in line for scheduling will be finally reflected as part of D2.1 (the root cause that BAP packets are buffered is because no enough UL grant is received in MAC sublayer, thus the BAP latency can be actually be indicated in D2.1).
· Same BAP process occurs at each IAB-node, the time elapsed at each BAP entity is of no much difference and this will not severely affect the overall latency comparison results between different BAP routing path.
Observation 1 [bookmark: _Ref71227815]There is no additional latency incurred with regard to either re-ordering (happened in PDCP sublayer) or scheduling process (in MAC sublayer) in BAP sublayer.
Observation 2 [bookmark: _Ref71227826]No buffer is specified for BAP entity, thus it is left to implementation for vendors to estimate the latency, if necessary.
Observation 3 [bookmark: _Ref71227829]The root cause that BAP packets are buffered is because no enough UL grant is received in MAC sublayer. Suppose a buffer is specified for BAP entity, the latency that BAP packets are buffered and to be queued in line for scheduling will be finally reflected as part of D2.1.
In short, there is no need to introduce BAP-specific packet delay measurements for IAB-nodes.
[bookmark: _Ref71227889]No BAP-specific packet delay measurements will be introduced for IAB-nodes.
Consequently, the uplink RLC hop latency to be reported by an IAB-MT should be the sum of D2.1 and D2.2, the downlink latency is like-wisely to be the sum of D1 and D2. 
[bookmark: _Ref71227892][bookmark: _Ref71560751]Downlink RLC hop latency is defined as the sum of D1 and D2, uplink RLC hop latency is defined as the sum of D2.1 and D2.2 (D1, D2, D2.1 and D2.2 are as defined in TS 38.314).
However, the RLC hop latency seems not to be the only solution that can be utilized by IAB-donor-CU to perform optimal BAP Routing configuration. An alternative way of enabling the IAB-donor-CU with latency-awareness insight of the whole IAB topology network is to instead report D2.3, which is defined as the time a packet is sent from the transmitted GTP-U entity to the time the packet is successfully acknowledged at the received GTP-U entity. According to the definition of D2.3, it naturally includes multiple-hop latency with the inclusion of the unspecified packet delay at BAP entity. Moreover, each D2.3 measurement can be associated with a BAP Routing ID as it measures the overall latency from the access IAB-node to the destination IAB-donor-CU, this somehow is more accurate (compared to per RLC hop latency) and would reduce the signaling that each IAB-node needs to report from per hop to per BAP routing ID. 
Observation 4 [bookmark: _Ref71227831]An alternative way of enabling the IAB-donor-CU with latency-awareness insight of the whole IAB topology network is to report D2.3 instead, the definition of D2.3 naturally includes multiple-hop latency with the inclusion of the unspecified packet delay at BAP entity.
Observation 5 [bookmark: _Ref71227833]Each D2.3 measurement can be associated with a BAP Routing ID as it measures the overall latency from the access IAB-node to the destination IAB-donor-CU, this somehow is more accurate (compared to per RLC hop latency) and would reduce the signaling that each IAB-node needs to report from per hop to per BAP routing ID.
Since the UL/DL packet delay measurements are all measured per DRB per UE [3], the granularity of RLC hop latency in IAB should be correspondingly defined as per BH RLC channel per BH link. While the F1-U latency is dependent on the route that the packet was transmitted, thus the granularity of F1-U latency can be defined as per BAP routing ID. Whether the RLC hop latency or F1-U latency (D2.3) is adopted can be further discussed by RAN2.
Observation 6 [bookmark: _Ref71227836]The UL/DL packet delay measurements are measured per DRB per UE, the granularity of RLC hop latency in IAB can be correspondingly defined as per BH RLC channel per BH link.
Observation 7 [bookmark: _Ref71227838]The F1-U latency is dependent on the route that the packet was transmitted, thus the granularity of F1-U latency can be defined as per BAP routing ID.
[bookmark: _Ref71227897]RAN2 to choose one of the following latency options for IAB-nodes to report to CU-CP:
a. [bookmark: _Ref71228134]RLC hop latency (D1+D2 for DL, D2.1+D2.2 for UL), granularity is per BH RLC channel per BH link;
b. [bookmark: _Ref71228140]F1-U latency (D2.3 for both DL and UL), granularity is per BAP routing ID.
2.2. latency reference for scheduling
A packet failed to arrive at the destination IAB-node or UE shall be discarded, or, alternatively shall be prioritized for transmission so that the latency can be fulfilled. Currently the intermediate IAB-nodes are not informed of the experienced latency of the packet during transmission, this issue was also identified as IL-1 and gained a significant interest for further studies. 
At RAN2#113bis-e meeting, companies show some support on extending BAP-header with timing information such as a timestamp or remaining PDB [2]. It is also our understanding that to indicate the timing information in BAP header is the most appropriate manner, the reasons are as follows:
· One of the functionalities of BAP sublayer is to perform routing selection (including the selection of both BAP Path and BH RLC Channel), which in our view, can be closely associated with prioritization transmission strategy. For example, an intermediate IAB-node can preferentially transmit the packets with fewer PDB/hops (suppose this information is known to IAB-node) by selecting a more appropriate BAP Path ID and BH RLC channel ID, to ensure the packets arrive on time. 
· In an IAB topology network, packets are routed between IAB-donor-CU and UE, traversing one or more intermediate IAB-node(s). An intermediate IAB-node is able to decode the received packet up to the level of BAP sublayer. Thus, the latency of a packet could possibly be indicated in the header of BAP or RLC or MAC PDU. If the latency indicator is placed in the header of a BAP PDU, it should be much simpler and straight-forward compared to other options (in the header of RLC PDU or MAC PDU) as no inter-layer interaction is required. 
Observation 8 [bookmark: _Ref68205012]One of the functionalities of BAP sublayer is to perform routing selection (including the selection of both BAP Path and BH RLC Channel), which is closely associated with prioritization transmission strategy.
Observation 9 [bookmark: _Ref68205018]If the latency indicator is placed in the header of a BAP PDU, it should be much simpler and straight-forward compared to other options (RLC PDU or MAC PDU header) as no inter-layer interaction is required.
As a result of all the above reasons combined, we propose:
[bookmark: _Ref61448756][bookmark: _Ref61534036]The timing information should be indicated in the BAP-header.
Subsequently, we need to consider what kind of timing information should be carried in IAB network, with the intention of assisting the IAB-node to perform dynamic scheduling so that the overall or remaining PDB can be met for a packet. The most intuitive solution on the table is to indicate the remaining PDB for a packet, but with this solution, intermediate IAB-node has to modify the BAP header of each to-be-routed packet. For instance, a packet with a total PDB of 200ms will set the field remaining PDB in the BAP header as 200ms initially, when this packet is routed to the next hop in 10ms, the receiving node needs to subtract the time spent in one-hop transmission from the total PDB, thus the node needs to update the field remaining PDB in the BAP header to 190ms. The frequent update/modification at each intermediate IAB-node will introduce complexity to IAB-node operation, thus a static field indicating the timing information is preferred.
Observation 10 [bookmark: _Ref71227852]A static field indicating the timing information is preferred, otherwise the packet carrying the timing information field needs to go through frequent update/modification at each intermediate IAB-node.
Note that IIoT WI adopts a global time domain for the whole network to calculate the elapsed time of a transmitted packet over 5GS, and the elapsed time can be derived based on the timestamp (reference time) that the packet was delivered to 5GS and the time point that the packet is about to leave 5GS. The reference time here refers to a static time point that when the packet was sent.
In light of reference time indication introduced in IIoT WI, we may also consider a time domain mastered by IAB-donor-CU applies for the whole IAB network, and to include the variable reference time in the BAP header of a BAP SDU that comes from upper layers to represent the time point when this BAP PDU was generated. Since all IAB-nodes are under the same time domain, the local time of each node is closely synchronized. Thus, the intermediate IAB-node can obtain the experienced latency by subtracting the reference time that carries over the BAP header from the local time point that it receives the BAP PDU.
Observation 11 [bookmark: _Ref71227855]IIoT WI adopts a global time domain for the whole network to calculate the elapsed time of a transmitted packet over 5GS, and the elapsed time can be derived based on the timestamp (reference time) that the packet was delivered to 5GS and the time point that the packet is about to leave 5GS. The reference time (timestamp) here refers to a static field.
Observation 12 [bookmark: _Ref71227858]Assume IAB-donor-CU maintains a global time domain for the whole IAB network. If the variable reference time representing the time point in generating the BAP PDU is included in the BAP header of a BAP SDU that comes from upper layers, the intermediate IAB-node can derive the experienced latency by subtracting the reference time that carries over the BAP header from the local time point that it receives the BAP PDU containing the BAP SDU.
[bookmark: _Ref68205082]RAN2 to discuss whether a reference time (in a time domain shared by the whole IAB network) representing the time point in generating the BAP PDU should be introduced for the experienced latency derivation for a BAP PDU.
Having the knowledge of experienced latency is not adequate for an intermediate IAB-node to perform prioritization over packets. The intermediate IAB-node must also be aware of the total PDB of the packet, so that it can deduct the experience latency from the total PDB to obtain the remaining PDB. Though including the total PDB in the BAP header is also feasible, it is not desirable to burden the BAP header with so many extensions. One potential solution is to associate each BH RLC channel with the property of a total PDB (or a range of total PDB), IAB-donor-CU may establish a set of BH RLC channels with different value of total PDB. For instance, assume BH RLC CH1 is established with PDB = 100ms, a packet that can be mapped to BH RLC CH1 implicitly means the total PDB of the packet is 100ms. 
Observation 13 [bookmark: _Ref71227863]The intermediate IAB-node must be aware of the total PDB of the packet, so that it can deduct the experience latency from the total PDB to obtain the remaining PDB.
Observation 14 [bookmark: _Ref71227865]Though including the total PDB in the BAP header is also feasible, it is not desirable to burden the BAP header with so many extensions.
[bookmark: _Ref71227911]IAB-donor-CU may establish a set of BH RLC channels associated with different value of total PDB (or a range of PDB value). 
Admittedly, the variable remaining hops of a packet to be transmitted in downstream direction also plays a crucial role in adjusting the scheduling strategy for prioritization, and should be signaled per packet. However, we doubt if this variable really needs to be included in the header of BAP PDU, as:
a) the field remaining hops adds extra overhead to each BAP PDU, in addition to the ones that can be used to derive experienced latency; and 
b) the filed remaining hops requires constant update/modification at each intermediate IAB-node upon the reception of the to-be-transmitted BAP PDU (since the variable should be decreased by one at every transmission), which further introduces complexity to IAB-node operation.
Observation 15 [bookmark: _Ref68205038]If the variable remaining hops of a packet is included in the header of BAP PDU, extra overhead to each BAP PDU is inevitable, additionally constant update/modification at each intermediate IAB-node also introduces complexity to IAB-node operation.
The remaining hops of a packet is actually relevant to both the destination IAB-node and the PATH ID, which is identical to BAP routing ID. With the per BAP routing ID granularity of remaining hops indication in mind, we spotted that it might work perfectly well if we extend the current BH Routing Configuration to include this variable, which is to add one more optional field (see section 5 Annex) for each corresponding BAP routing ID field for the indication of remaining hops, as this does NOT add any overhead to the BAP PDU and NOT require frequent update/modification to the BAP header at each intermediate IAB-node. With such an enhancement, the intermediate IAB-node receives a BAP PDU that does not belong to this IAB-node can read the BAP routing ID of the packet, and refers to the BH Routing Configuration to find out the corresponding remaining hops of this packet without much effort. 
Observation 16 [bookmark: _Ref68205044]The remaining hops of a packet transferred to an intermediate IAB-node can be derived based on the BAP routing ID carried within the BAP PDU.
Observation 17 [bookmark: _Ref68205050]The solution that extends the legacy BH Routing Configuration to include remaining hops as an optional field for each corresponding BAP routing ID field for the indication of remaining hops overrides the solution of including the information in the BAP header.
Nevertheless, we may first discuss which option is preferred from RAN2’s perspective:
[bookmark: _Ref71227916][bookmark: _Ref68205060]RAN2 to choose one of the options to indicate the number of remaining hops: 
c. [bookmark: _Ref71228243]To extend BAP header; 
d. [bookmark: _Ref71228247]To extend the legacy BH Routing Configuration to include remaining hops as an optional field for each corresponding BAP routing ID field.
Note that option (b) is within RAN3 realm, an LS may be also needed:
[bookmark: _Ref71227923]LS to R3 to study the feasibility of option b (extends the legacy BH Routing Configuration to include remaining hops as an optional field for each corresponding BAP routing ID field).
2.3. LCG extension (IL-2)
It was agreed at RAN2#113b-e meeting that LCG range will be extended for IAB-MT, FFS on the size of LCG and potential enhancements to BSR.
The size of LCG is dependent on the number of LCHs that to be associated with an IAB-MT. In LTE and NR, the number of LCHs/LCGs is 24/22 and 26/23 respectively. It is noticeable that there is a square relationship between the number of LCG and LCH. Since the number of LCHs is increased to 65535 (216) at most, follow the same principle applied to LTE and NR, the number of LCGs for IAB-MT can be increased to 256 (28).
Observation 18 [bookmark: _Ref68252302][bookmark: _Ref68205093]The number of LCHs/LCGs in LTE is 24/22, and the number of LCHs/LCGs in NR is 26/23.
Observation 19 [bookmark: _Ref68252307]In LTE/NR, the number of LCHs is the square of the number of LCGs, the number of LCHs for IAB-MT is increased to 65535 (216) at most, the same principle can be applied to the extended LCG range for IAB-MT.
[bookmark: _Ref68205131]The maximum number of LCGs for IAB-MT can be up to 256 (28).
However, the extended number of LCGs will on the other hand burdens the overhead of Long BSR, Long Truncated BSR, and Pre-emptive BSR. It can be seen from Figure 2 (a) that the BSR format with a fixed number of LCG (256 in total) would introduce a 32-byte overhead for the indication of LCG that has data available, unlike the Buffer Size field which would only be present in case the corresponding LCG has data buffered, the LCG field is always placed in the MAC CE. Even though only a small portion of LCGs is to be reported, an IAB-MT will construct a BSR MAC CE with the 32-byte overhead invariably. 
Consider the use of LCHs might not always approach the limit (to always occupy 65535 LCHs), the 32-byte overhead is not desirable because it does not convey much useful information but lead to unnecessary cost of radio resources. 
Observation 20 [bookmark: _Ref71227873]The BSR format with a fixed number of LCGs (256 in total) would require a 32-byte bitmap for the indication of LCG that has data available. Even though only a small portion of LCGs have data available, an IAB-MT will construct a BSR MAC CE with the 32-byte overhead invariably.
Observation 21 [bookmark: _Ref71227878]The use of LCHs might not always approach the limit (to always occupy 65535 LCHs), therefore the 32-byte LCG bitmap is not desirable because it does not convey much useful information but lead to unnecessary cost of radio resources.


	      
(a) BSR format with a fixed number of LCGs (256)	 (b) BSR format with a configurable number of LCGs
[bookmark: _Ref71184619]Figure 2 New BSR (Long BSR, Long Truncated BSR, Pre-emptive BSR) formats with extended LCG 
Given the above analysis, it seems beneficial to introduce a set of BSR formats with different number of LCGs, so that an IAB-MT can flexibly choose the most cost-effective BSR format to construct the MAC CE. Assume the data is available in LCG0~LCG20, the IAB-MT only needs to choose the format with a 3-byte overhead (indication of LCG from group 0 to group 23) for buffer status reporting, this could be achieved with the example of the BSR format given in Figure 2 (b). 
Observation 22 [bookmark: _Ref71227881]If a set of BSR formats with different number of LCGs are introduced, an IAB-MT can flexibly choose the most cost-effective format to construct the BSR MAC CE.
Each of the BSR format with different number of LCGs shall also be pre-defined by the specification with a unique one-octet eLCID, one of the examples of the one-octet eLCID used by the set of BSR formats is given in Table 1. The codepoint 219 represents the new BSR format with up to 16 LCGs, the codepoint 220 represents the maximum number of LCGs up to 24 and so on. In this manner, the NW can be able to derive which type of BSR format is used (how many LCGs at most the MAC CE includes) upon reception of the BSR MAC CE.
Table 1 Values of one-octet eLCID for UL-SCH
	Codepoint
	Index
	LCID values

	0 to 218
	64 to 283
	Reserved

	219-249
	283-313
	BSR with max #LCG = 8k (k=2, 3, …, 32)

	250
	314
	BFR (four octets Ci)

	251
	315
	Truncated BFR (four octets Ci)

	252
	316
	Multiple Entry Configured Grant Confirmation

	253
	317
	Sidelink Configured Grant Confirmation

	254
	318
	Desired Guard Symbols

	255
	319
	Pre-emptive BSR



Therefore, we propose that:
[bookmark: _Ref71227931]A set of BSR (Long BSR, Long Truncated BSR, Pre-emptive BSR) formats with different number of LCGs will be introduced for IAB-MT.
[bookmark: _Ref71227934]Each new BSR format is distinguished with a unique one-octet eLCID.
[bookmark: _Ref68205137]The BSR format with different LCG bitmap length used by the IAB-MT is determined based on the number of LCGs configured. 
3. Conclusion
The observations and proposals are the following:
Observation 1	There is no additional latency incurred with regard to either re-ordering (happened in PDCP sublayer) or scheduling process (in MAC sublayer) in BAP sublayer.
Observation 2	No buffer is specified for BAP entity, thus it is left to implementation for vendors to estimate the latency, if necessary.
Observation 3	The root cause that BAP packets are buffered is because no enough UL grant is received in MAC sublayer. Suppose a buffer is specified for BAP entity, the latency that BAP packets are buffered and to be queued in line for scheduling will be finally reflected as part of D2.1.
Observation 4	An alternative way of enabling the IAB-donor-CU with latency-awareness insight of the whole IAB topology network is to report D2.3 instead, the definition of D2.3 naturally includes multiple-hop latency with the inclusion of the unspecified packet delay at BAP entity.
Observation 5	Each D2.3 measurement can be associated with a BAP Routing ID as it measures the overall latency from the access IAB-node to the destination IAB-donor-CU, this somehow is more accurate (compared to per RLC hop latency) and would reduce the signaling that each IAB-node needs to report from per hop to per BAP routing ID.
Observation 6	The UL/DL packet delay measurements are measured per DRB per UE, the granularity of RLC hop latency in IAB can be correspondingly defined as per BH RLC channel per BH link.
Observation 7	The F1-U latency is dependent on the route that the packet was transmitted, thus the granularity of F1-U latency can be defined as per BAP routing ID.
Observation 8	One of the functionalities of BAP sublayer is to perform routing selection (including the selection of both BAP Path and BH RLC Channel), which is closely associated with prioritization transmission strategy.
Observation 9	If the latency indicator is placed in the header of a BAP PDU, it should be much simpler and straight-forward compared to other options (RLC PDU or MAC PDU header) as no inter-layer interaction is required.
Observation 10	A static field indicating the timing information is preferred, otherwise the packet carrying the timing information field needs to go through frequent update/modification at each intermediate IAB-node.
Observation 11	IIoT WI adopts a global time domain for the whole network to calculate the elapsed time of a transmitted packet over 5GS, and the elapsed time can be derived based on the timestamp (reference time) that the packet was delivered to 5GS and the time point that the packet is about to leave 5GS. The reference time (timestamp) here refers to a static field.
Observation 12	Assume IAB-donor-CU maintains a global time domain for the whole IAB network. If the variable reference time representing the time point in generating the BAP PDU is included in the BAP header of a BAP SDU that comes from upper layers, the intermediate IAB-node can derive the experienced latency by subtracting the reference time that carries over the BAP header from the local time point that it receives the BAP PDU containing the BAP SDU.
Observation 13	The intermediate IAB-node must be aware of the total PDB of the packet, so that it can deduct the experience latency from the total PDB to obtain the remaining PDB.
Observation 14	Though including the total PDB in the BAP header is also feasible, it is not desirable to burden the BAP header with so many extensions.
Observation 15	If the variable remaining hops of a packet is included in the header of BAP PDU, extra overhead to each BAP PDU is inevitable, additionally constant update/modification at each intermediate IAB-node also introduces complexity to IAB-node operation.
Observation 16	The remaining hops of a packet transferred to an intermediate IAB-node can be derived based on the BAP routing ID carried within the BAP PDU.
Observation 17	The solution that extends the legacy BH Routing Configuration to include remaining hops as an optional field for each corresponding BAP routing ID field for the indication of remaining hops overrides the solution of including the information in the BAP header.
Observation 18	The number of LCHs/LCGs in LTE is 24/22, and the number of LCHs/LCGs in NR is 26/23.
Observation 19	In LTE/NR, the number of LCHs is the square of the number of LCGs, the number of LCHs for IAB-MT is increased to 65535 (216) at most, the same principle can be applied to the extended LCG range for IAB-MT.
Observation 20	The BSR format with a fixed number of LCGs (256 in total) would require a 32-byte bitmap for the indication of LCG that has data available. Even though only a small portion of LCGs have data available, an IAB-MT will construct a BSR MAC CE with the 32-byte overhead invariably.
Observation 21	The use of LCHs might not always approach the limit (to always occupy 65535 LCHs), therefore the 32-byte LCG bitmap is not desirable because it does not convey much useful information but lead to unnecessary cost of radio resources.
Observation 22	If a set of BSR formats with different number of LCGs are introduced, an IAB-MT can flexibly choose the most cost-effective format to construct the BSR MAC CE.

Proposal 1	No BAP-specific packet delay measurements will be introduced for IAB-nodes.
Proposal 2	Downlink RLC hop latency is defined as the sum of D1 and D2, uplink RLC hop latency is defined as the sum of D2.1 and D2.2 (D1, D2, D2.1 and D2.2 are as defined in TS 38.314).
Proposal 3	RAN2 to choose one of the following latency options for IAB-nodes to report to CU-CP:
a. RLC hop latency (D1+D2 for DL, D2.1+D2.2 for UL), granularity is per BH RLC channel per BH link;
b. F1-U latency (D2.3 for both DL and UL), granularity is per BAP routing ID.
Proposal 4	The timing information should be indicated in the BAP-header.
Proposal 5	RAN2 to discuss whether a reference time (in a time domain shared by the whole IAB network) representing the time point in generating the BAP PDU should be introduced for the experienced latency derivation for a BAP PDU.
Proposal 6	IAB-donor-CU may establish a set of BH RLC channels associated with different value of total PDB (or a range of PDB value).
Proposal 7	RAN2 to choose one of the options to indicate the number of remaining hops:
a. To extend BAP header;
b. To extend the legacy BH Routing Configuration to include remaining hops as an optional field for each corresponding BAP routing ID field.
Proposal 8	LS to R3 to study the feasibility of option b (extends the legacy BH Routing Configuration to include remaining hops as an optional field for each corresponding BAP routing ID field).
Proposal 9	The maximum number of LCGs for IAB-MT can be up to 256 (28).
Proposal 10	A set of BSR (Long BSR, Long Truncated BSR, Pre-emptive BSR) formats with different number of LCGs will be introduced for IAB-MT.
Proposal 11	Each new BSR format is distinguished with a unique one-octet eLCID.
Proposal 12	The BSR format with different LCG bitmap length used by the IAB-MT is determined based on the number of LCGs configured.
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5. Annex (extension on BH Routing Configuration)
The following is one example of how to indicate the remaining hops of a packet to each intermediate IAB-node via BH Routing Configuration.

9.2.9.1	BAP MAPPING CONFIGURATION (TS 38.473 V16.4.0)
This message is sent by the gNB-CU to provide the backhaul routing information and/or traffic mapping information to the gNB-DU.
Direction: gNB-CU  gNB-DU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	· YES
	· reject

	Transaction ID
	M
	
	9.3.1.23
	
	· YES
	· reject

	BH Routing Information Added List
	
	0...1
	
	
	· YES
	· ignore

	>BH Routing Information Added List Item
	
	1.. <maxnoofRoutingEntries>
	
	
	· EACH
	· ignore

	>>BAP Routing ID
	M
	
	9.3.1.110
	
	· -
	· 

	>>Next-Hop BAP Address
	M
	
	9.3.1.111
	Indicates the BAP address of the next hop IAB-node or IAB-donor-DU.
	· -
	· 

	>>remaining hops
	O
	
	
	Indicates the remaining hops of the packet to be transferred with the BAP Routing ID.
	· 
	· 

	>BH Routing Information Removed List Item
	
	1.. <maxnoofRoutingEntries>
	
	
	· EACH
	· ignore

	>>BAP Routing ID
	M
	
	9.3.1.110
	
	· -
	· 

	Traffic Mapping Information
	O
	
	9.3.1.95
	
	· YES
	· ignore



	Range bound
	Explanation

	maxnoofRoutingEntries
	Maximum no. of routing entries, the maximum value is 1024.
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