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1. Introduction
In RAN2#114-e, we have reached the following agreements [1] for CPAC procedures from network perspective
	· 1: In order to exchange per-PSCell parameter by reusing existing inter-node RRC message for CPAC, a list of CG-Config associated to each candidate PSCell should be sent from candidate SN to MN.

· FFS if a list of CG-ConfigInfo from MN to candidate SN is needed. FFS if a list of CG-Config from source SN to MN is needed.

· Discuss in Stage-3 whether new message is useful or not (based on signalling details)
· 1: For SN-initiated CPC, RAN2 confirms the source SN configuration may be updated (by source SN) when UE uses per FR measurement gap and is to be configured with CPC.

· 2: The source SN may provide the execution conditions (and/or SN measurement configuration) to the MN upon obtaining the information which cells have been ultimately prepared by the target SN.

· 3: Target SN chooses candidate target PSCell for CPC from the list of cells and/or measurements provided by the source SN/MN
Working assumption (to clarify agreements 1-3 above)

· 1.
Upon SN initiated CPC configuration, S-SN indicates the CPC candidates to MN and for each an execution condition

· 2.
S-SN can provide also measurements to MN/T-SN and this may include cells that are not CPC candidates

· 3.
T-SN can either accept or reject the CPC candidates suggested by S-SN (as in 1) i.e. it cannot come up with any alternative candidates

· 4.
S-SN is informed about which candidates were accepted/ rejected by T-SN

· 5.
S-SN can subsequently update the (measurement) configuration. FFS for execution conditions.

· 6.
S-SN can perform this update after the CPC configuration. FFS whether to support updating during the CPC configuration (i.e. solution 2). FFS whether nested procedure is supported




In this contribution, we will further discuss open issues in CPAC procedures from network perspective.
2. Discussion
2.1. SN initiated inter-SN CPC procedure
As per the agreed basic CPAC procedures, Figure 1 shows the configuration procedure of SN initiated inter-SN CPC.
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Figure 1 Basic SN initiated inter-SN CPC procedure
As per RAN2#114-e working assumption, we discuss the steps of SN initiated inter-SN CPC procedure.
· Step 1/2: upon SN initiated CPC configuration, S-SN indicates the CPC candidates to MN and for each an execution condition. S-SN can provide also measurements to MN/T-SN and this may include cells that are not CPC candidates
· Step 3: T-SN can either accept or reject the CPC candidates suggested by S-SN (as in 1) i.e. it cannot come up with any alternative candidates
· Step 4: S-SN is informed about which candidates were accepted/ rejected by T-SN. Per our understanding, this step is done via MN, i.e. MN needs to transfer the accepted/rejected T-SN candidate cells to the S-SN.
Step 4a: S-SN can subsequently update the (measurement) configuration. FFS for execution conditions. FFS whether to support updating during the CPC configuration. FFS whether nested procedure is supported. Or, 
Step 4b: S-SN can perform this update after the CPC configuration.
Some open issues were under discussion regarding S-SN configuration updating:

Whether to support S-SN updating during the CPC configuration
As shown in Figure 1, step 4a stands for the S-SN configuration updating during the CPC configuration. MN needs to transfer the accepted/rejected T-SN candidate cells to the S-SN, then S-SN updates its CPC configuration. This approach will introduce a nested CPC configuration sub-procedure before MN sends CPAC configuration message to UE, which may bring latency for CPAC configuration due to additional inter-node communication. Therefore, we suggest not to support S-SN updating during the CPC configuration。
Proposal 1： S-SN configuration updating during the CPC configuration is not supported. i.e. Nested procedure is not supported. 
Whether the execution conditions can be updated after T-SN provided the conditional configurations to the MN 
As step 1/2 mentioned, execution conditions are provided per CPC candidates. And, Each condExecutionCond/ triggerCondition (i.e.measId)  is associated with reportConfig in MeasConfig. If some CPC candidates are rejected by T-SN, MN will not map the execution to these rejected CPC candidates, then the corresponding measID(s) for CPC purpose may be not linked with the applicable candidate PSCells. S-SN can subsequently update the measurement configuration to reduce the unnecessary measurements and corresponding gap configuration if any.  Although it was agreed that “S-SN can update the measurement configuration”,  it should not be mandatory for S-SN to update the measurement configuration.
However, we don't see any motivation to update the execution conditions. Those execution conditions that not associate any measID or measObject,  such as A3/A5/A4/B1 events, do not cause any extra measurement execution. On the contrary, the reconfiguration of execution condition maybe trigger the restarting of execution condition evaluation on UE side which results in unnecessary delay.
Therefore, S-SN can not update execution conditions.
Proposal 2： S-SN can not update execution conditions. 
2.2. Inter-node message 
In RAN2#114-e, the following was agreed:
	· 1: In order to exchange per-PSCell parameter by reusing existing inter-node RRC message for CPAC, a list of CG-Config associated to each candidate PSCell should be sent from candidate SN to MN.
· FFS if a list of CG-ConfigInfo from MN to candidate SN is needed. FFS if a list of CG-Config from source SN to MN is needed.

· Discuss in Stage-3 whether new message is useful or not (based on signalling details)


In RAN2#113bis-e, RAN3 LS[3] asked questions on the inter-node messages.
	· About the inter-node RRC container design

· In case multiple PSCells are prepared in one CPAC procedure, RAN3 would like to ask RAN2 to feedback on the inter-node RRC container design: will one RRC container for one PSCell be used, or one RRC container for multiple PSCells?


To reply the above RAN3 question,  how to incorporate the list of CG-Config is an open issue. To facilitate the discussion, current inter-node RRC message CG-Config in TS38.331 is shown below as example:
CG-Config message

CG-Config ::=                   SEQUENCE {

    criticalExtensions                  CHOICE {

        c1                                  CHOICE{

            cg-Config                           CG-Config-IEs,

            spare3 NULL, spare2 NULL, spare1 NULL
        },

        criticalExtensionsFuture            SEQUENCE {}

    }

}

……
Based on the above signaling details, there are some options as below.
· Option 1: add a new inter-node message. The new message contains a list of the full existing CG-Config for each candidate PSCell. 
· Option 2: add a new list to include the parameters for each candidate cell on top of the existing parameters in the cg-Config IE.
· Option 3: add a list of cg-Config IEs in the CG-Config inter-node message. 

Note: Not all options are listed here. [4] discussed Option1 and option2.
CG-Config inter-node message is used to transfer the SCG radio configuration as generated by the SgNB, which is included in the S-NG-RAN node to M-NG-RAN node Container. If we introduce new message (option 1 ), the Xn interface will be impacted.  Regarding option 2, it may need much effort to modify the existing  cg-Config IE. Option 3 seems a simple way, cg-Config IEs can be used as per candidate PSCell, the list of cg-Config IEs can includes all the candidate PSCell on the candidate SNs. The list of cg-Config IEs can avoid the modification of cg-Config IE content, and also avoid the impact to Xn interface.
Therefore, we do not think new message is useful. Adding a list of cg-Config IEs in the CG-Config inter-node message is preferred.
Proposal 3： Add a list of cg-Config IEs in the CG-Config inter-node message. 
As [4] observed, the existing parameters in CG-Config sent from S-SN to MN to be reused for CPC are all per candidate SN.  if multiple candidate SNs are involved, a list of CG-Config from S-SN to MN is needed. In this case, a list of cg-Config IEs in the CG-Config inter-node message can also be used.
Proposal 4： the CG-Config inter-node message with a list of cg-Config IEs can be sent from S-SN to MN
The existing parameters in CG-ConfigInfo sent from MN to candidate target SN to be reused for CPAC are all per SN. Since the CG-ConfigInfo is sent to the candidate target SN, a list of CG-ConfigInfo from MN to candidate SN is not needed.
Proposal 5： A list of CG-ConfigInfo from MN to candidate SN is not needed.
Finally regarding the inter-node RRC container design, one RRC container for multiple PSCells is preferred.
Proposal 6： One inter-node RRC container for multiple PSCells is used.
2.3. Maximum number of candidates
In Rel-16, Max number of conditional candidate SpCells (maxNrofCondCells-r16)  was defined as 8 for CHO and Intra-SN CPC procedures. Considering conditionalReconfiguration for CHO is in MN format, and conditionalReconfiguration for Intra-SN CPC is in SN format, the co-existence of CHO and Intra-SN CPC procedures is not supported yet, the using of Max number of conditional candidate SpCells are clear. 

In Rel-17, more CPAC procedures are supported. As agreed in RAN2#113e “The message carrying ‎conditionalReconfiguration for CPA/CPC is in MN format (i.e. contains ‎both MCG and SCG re-configurations). For the following cases: a). MN-Initiated CPA b). MN-Initiated inter-SN CPC c). SN-initiated inter-SN CPC.” How many conditional candidates can be configured for each CPAC procedure is an open question, especially in case of simultaneous configuration, such as:

· MN-Initiated inter-SN CPC + SN-initiated CPC;
· CHO + CPA;

· CHO + CPC.
From NW perspective, NW should control the total number of CHO and CPAC candidates in case of simultaneous configuration. RAN2 shall clarify the definition and using of  Max number of conditional candidate SpCells in Rel-17.
Proposal 7： RAN2 to discuss Max number of conditional candidate SpCells in Rel-17, considering simultaneous conditional configuration. 
3. Conclusion

Based on the discussion, we have the following proposals:

Proposal 1： S-SN configuration updating during the CPC configuration is not supported. i.e. Nested procedure is not supported. 

Proposal 2： S-SN can not update execution conditions. 
Proposal 3： Add a list of cg-Config IEs in the CG-Config inter-node message.

Proposal 4： the CG-Config inter-node message with a list of cg-Config IEs can be sent from S-SN to MN
Proposal 5： A list of CG-ConfigInfo from MN to candidate SN is not needed.
Proposal 6： One inter-node RRC container for multiple PSCells is used.
Proposal 7： RAN2 to discuss Max number of conditional candidate SpCells in Rel-17, considering simultaneous conditional configuration. 
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