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In TSG RAN2 Meeting #114e, the following agreements have been achieved on inter-topology transport [1]: 
	· RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4



In TSG RA3N Meeting #112e, the following agreements have been achieved on inter-topology transport [2]: 
	Inter-topology BAP routing option 4 is supported. 
For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
The boundary-node’s two BAP addresses can have the same or different values.


This paper discusses BAP-layer traffic processing at the boundary node. 
Discussion
Scenarios
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Figure 1: Example scenarios for Partial Migration and inter-donor redundancy 
The following discussion applies to scenarios of Partial Migration and inter-donor redundancy. An example for these scenarios is given in Figure 1. The terminology used in the following is based on this example. 

Traffic processing on the boundary node
For inter-donor redundancy, the BAP layer at the boundary node needs to differentiate traffic:
· To be passed to upper layers,
· To be routed in the same topology,
· To be passed to and routed in the other topology.

For Partial Migration, the BAP layer at the boundary node needs to differentiate traffic:
· To be passed to upper layers,
· To be passed to and routed in the other topology.

The BAP layer at the boundary node has a separate BAP address configured for each topology. It further needs to rewrite BAP headers for traffic passed to the other topology.

The following options can be considered for traffic differentiation:
Option 1: 
· The node’s BAP address indicates traffic for upper layers (as in Rel-16).
· Any other BAP address (+ any BAP PATH ID) indicates that traffic is forwarded to either topology.
· If header rewriting is needed, the routing table includes the corresponding new BAP routing ID.
Comment: Very flexible approach. It allows, for instance, using (“virtual”) BAP addresses to indicate destinations in the other topology and BAP PATH IDs to indicate different paths to the same destination. Other variants are possible.

Option 2: 
· The node’s BAP address indicates traffic for upper layers and for header rewriting.
· Any other BAP address (and BAP PATH ID) can be used for routing in the same topology.
· The BAP PATH ID is used to differentiate between traffic for upper layers and for header rewriting.
Comment: The BAP PATH ID space is used to differentiate between all destinations in the target topology and all paths to these destinations. This may create constraints due to the limited BAP PATH ID space. Also, the using BAP-address matching for both, upper layer traffic and header rewriting, departs from Rel-16 behavior.

Option 3: 
· The node’s BAP address indicates traffic for upper layers (as in Rel-16).
· One other BAP address (+ any BAP PATH ID) indicates traffic to be forwarded to the other topology. 
· All other BAP addresses (+ any BAP PATH ID) indicate traffic to be forward in the same topology.
Comment: The BAP PATH ID space is used to differentiate between all destinations in the target topology and all paths to these destinations. This may create constraints due to the limtied BAP PATH ID space.

Among these three options, option 1 provides the highest degree of flexibility and requires the smallest change to Rel-16 traffic handling.
Since there is no coordination between CUs on the use of BAP addresses and BAP PATH IDs, the boundary node needs to know to which of the two topologies its BAP address and routing entries refer. 
Table 1 shows an example of topology-specific configurations of BAP address and routing entries. In this example, the boundary knows which BAP address and which routing entry to use based on the packet’s ingress topology. 
Table 1: Example of BAP addresses and routing entries for boundary node
	Ingress: Topology 1
	
	Ingress: Topology 2

	Node’s BAP address
	A1
	
	Node’s BAP address
	A2

	BAP routing ID in routing entry 1
	A2 + P1
	
	BAP routing ID in routing entry 1
	A1 + P2

	BAP routing ID in routing entry 2
	A3 + P3
	
	BAP routing ID in routing entry 2
	A3 + P3



The node’s behaviour is therefore clearly defined as shown in an example in Table 2. If routing entries were not separated based on ingress topology but bundled up in the same routing table, the boundary node would move packet 2 to upper layers (since it carries A1 as DESTINATION) although it needs to be forwarded to the next hop.

Table 2: Example of action based on ingress topology
	Packet #
	Ingress topology
	DESTINATION
	PATH
	Forward to

	1
	Topology 1
	A1
	P2
	Upper layers

	2
	Topology 2
	A1
	P2
	Next hop based on routing table of topology 2

	3
	Topology 1
	A3
	P3
	Next hop based on routing table of topology 1


	  
The following proposals can be derived from this discussion:
Proposal 1: The boundary node identifiers traffic to be forwarded to upper layers by using the BAP address of the packet’s ingress topology and applying Rel-16 behaviour.
Proposal 2: The boundary node selects a routing entry configured for the packet’s ingress topology and performs routing based on Rel-16 behaviour.
Proposal 3: The boundary node forwards packets to the neighbour topology if the routing entry includes a BAP routing ID to be replaced in the BAP header, and to the same topology otherwise.
Conclusion
This paper discusses BAP-layer traffic processing at the boundary node. The following observations and proposals have been made:
Proposal 1: The boundary node identifiers traffic to be forwarded to upper layers by using the BAP address of the packet’s ingress topology and applying Rel-16 behaviour.
Proposal 2: The boundary node selects a routing entry configured for the packet’s ingress topology and performs routing based on Rel-16 behaviour.
Proposal 3: The boundary node forwards packets to the neighbour topology if the routing entry includes a BAP routing ID to be replaced in the BAP header, and to the same topology otherwise.
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