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1 Introduction
At RAN2#112e the topic of IAB enhancements to improve topology-wide fairness multi-hop latency and congestion mitigation was discussed, and the following agreements reached [1]:
	R2 assumes Rel-17 IAB work will not define any new end-user QoS metrics on top of the existing 5G QoS framework.
Rel-17 IAB work will comprise agreeing on a definition of topology-wide fairness.
Topology-wide fairness provides mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. Variants of this definition is not precluded. FFS how the success of such mechanisms is evaluated.
RAN2 will not discuss enhancements to DL E2E flow control without input from RAN3
FFS if RAN2 will deprioritize splitting data of a radio bearer into two or more paths (RAN3 agreements to deprioritize Multi-Route Support with data split in IAB).


Following RAN2#112e RAN2 conducted an e-mail discussion [2] on “Fairness Latency Congestion” to further progress the topic, determine which issues to address, and discuss candidate solutions to address identified issues. RAN2 further discussed the outcomes of [2] in RAN2#113e and agreed the following [3]:
RAN2 will not further discuss ways of evaluating success of any fairness mechanisms that may be introduced, beyond the already agreed definition of topology-wide fairness and its variants.

RAN2 identified several key issues to focus on for each of the three areas of study: topology-wide fairness, multi-hop latency, and congestion mitigation. RAN2 agreed to focus future discussions on the identified issues with the following understanding:
Chair: On the agreed issues below, the agreement doesn’t mean that we have agreed that there need to be a solution for it in R17. Furthermore, liberal interpretation of the text is ok. 

Regarding congestion mitigation, RAN2 identified two issues with sufficient interest to warrant further study. However, RAN2 also recognized that both of these issues seem to be in the scope of RAN3 [3]:
R2 has concluded that there is sufficient interest among companies to address the following two issues:
IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 
IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion.
Both IC-1 and IC-7 are related to RAN3. RAN3 seems to also work on this, so to what extent R2 shall work on this is currently not clear. 


Accordingly, we think that RAN2 should postpone further discussion related to enhancements for congestion mitigation pending further progress from RAN3 on this topic.
Proposal 1: RAN2 to postpone further discussion related to enhancements for IAB congestion mitigation pending further progress from RAN3.
In the remainder of the paper, we briefly discuss and comment on the key issues identified in RAN2#113e related to topology-wide fairness and multi-hop latency and explore how potential enhancements, if needed, might impact RAN2’s work.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Topology-wide fairness
In RAN2#113e the following key issues related to topology-wide fairness were identified by RAN2:
ISSUES: eIAB work on topology-wide fairness will focus on the following issues
IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)
IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement.
IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)

During the IAB SI [4] there were extensive discussions related to how to achieve fairness and provide for efficient scheduling of user data over the backhaul links. Figure 8.2.4.2-1 below reproduced from [5] shows an example of an IAB network with 6 nodes serving 12 end users, each with different numbers of hops.
The main issue regarding scheduling fairness is how can the IAB nodes allocate their air interface resources equitably between different UE flows, backhaul links, and flows within a single N-to-1 mapped backhaul RLC channel, such that all flows with similar QoS are treated similarly by the network. For example, if the network desires to provide strict fairness (equal throughput scheduling) to all of the UEs in the figure 8.2.4.2-1, then the IAB donor DU would be expected to provide equal bandwidth to UEA and the backhaul link to IAB node 1a (since this node also serves the single UEB). But the DU should provide 10 times this bandwidth to the backhaul link of IAB node 1b (since this node effectively serves 10 down-stream UEs).
Let us first note that in the current standard the network has many knobs at its disposal to enforce QoS and achieve fairness. For example, air-interface bandwidth can be partitioned between different IAB nodes in proportion to the traffic that each node serves. Thus, IAB node 2a might be allocated ½ the air-interface bandwidth allocated to IAB node 2b. Furthermore, different QoS parameters (e.g. 5GI) can be allocated to different flows and backhaul RLC channels. In the case of N-to-1 mapped RLC channels, the QoS of the backhaul RLC channel need not be the same as the QoS of the flows that it aggregates. For example, a backhaul RLC channel may be defined with a GBR resource type even if the aggregated flows are of type Non-GBR.
Observation 1: The current standard provides many knobs and mechanisms for the network to achieve fairness between different flows.
It is also useful to note that current practice (especially for best effort types of flows) is to use a channel aware scheduler (e.g. proportional fair). In this case, both achieved flow QoS metrics such as throughput or latency, and the instantaneous channel conditions of the serving air interface are used by the scheduler to arrive at resource allocation decisions. Strict fairness among flows (e.g. equal throughput scheduling) is rarely if ever enforced, and is not considered to be particularly desirable from the network efficiency perspective. It is also useful to note that the channel conditions here relate to the air-interface of the Uu channel of the UE in question (known to the access IAB node). Also, whereas some flow QoS metrics (e.g. throughput) can be evaluated locally by the access IAB node, current specifications do not provide mechanisms to evaluate some QoS metrics (e.g. latency). 



[bookmark: _Ref513562348]Figure 8.2.4.2-1: IAB network with 3 hops and 12 UEs [4]
One concern is that the QoS metrics of a UE flow may be constrained by the treatment of upstream or downstream IAB nodes. For example, in the previous figure, UEK may have much better average channel conditions compared to say UEC. Proportional fairness dictates that UEK should receive proportionally higher average throughput compared to UEC. However, if an upstream IAB node (say IAB node 1b) enforces strictly fair resource allocations, then we would expect UEK to be starved for data. In other words, IAB node 3 may schedule a burst of data for UEK at a high rate, and then may be waiting for more data to arrive for this UE from upstream nodes. Thus, the scheduling policy of upstream nodes, rather than UEK’s channel conditions would be the limiting factor of the achievable throughput for the flow. It would be useful for an upstream node (e.g. IAB node 1b) to receive some feedback from the network on the flow of UEK, such that the local data rate of this flow over the backhaul link could be sped up or slowed down relative to other flows (i.e. the scheduling priority of the flow could be increased or decreased relative to other flows).
A similar situation can occur for other QoS metrics for example latency. Let’s say that UEK and UEC each has a flow with similar PDB constraints. If IAB node 1b had an estimate of the additional latency that packets for UEK’s would encounter when traversing IAB nodes 2b and 3, then IAB node 1b could prioritize the scheduling of UEK’s appropriately. However, in the absence of such information from downstream nodes, the latency of UEK is more or less guaranteed to be worse that for UEC.
Observation 2: Achievable QoS metrics of a UE flow may be constrained by the treatment of upstream or downstream IAB nodes. It is desirable that a node receive feedback from the network to enable the scheduling different of different flows to be adjusted locally by an IAB node.
Regarding IF-2, indeed congestion conditions on BH RLC channels can negatively impact the QoS performance if UE bearers mapped to those channels. This may lead to some UE bearers experiencing longer latency compared to other UE bearers with similar QoS requirements. In extreme cases, this may even result in some flows violating their respective latency budgets. However, as mentioned above, current specs do not provide mechanisms that enable the evaluation of a packet’s latency as it traverses the RAN. On the other hand, fairness of the allocation of resources to different flows can only be assessed centrally (e.g. by the IAB donor). 
In the context of multi-hop latency reduction, contributions from several companies [xx], [yy] have proposed to add information to the BAP header (e.g. timestamps). Such information would allow packet latency within the RAN to be assessed by the end nodes (access IAB node and Donor CU-UP).  Similarly, other QoS metrics such as throughput can be evaluated by the end nodes on a per UE bearer basis. Measurements of achieved QoS metrics can be provided by the end nodes to the IAB donor DU per bearer. The IAB donor can then provide feedback to the IAB nodes that process the specific flow, based on measurements of the specific QoS metrics provided by the end nodes.
Observation 3: Topology-wide fairness may be improved by being able to accurately assess actual edge-to-end latency on a per packet basis.
The important thing is that the feedback provides an indication to the IAB node scheduler whether a particular flow is falling short of its QoS target (thus requiring an increase of resources relative to its peers), or is achieving measurably better performance than its QoS target (thus tolerating an decrease of resources relative to its peers). Thus, the feedback itself could be qualitative (e.g. relative flow priority) rather than quantitative (e.g. achieve flow throughput or end-to-end latency).
How this feedback is used by the IAB nodes themselves can be left to implementation (i.e. RAN2 should not specify the particulars of any particular scheduling algorithm). Therefore, although we believe that IF-1 is a valid issue, we do not support specifying any scheduling metrics (e.g. scheduling weights) or making other assumptions regarding the implementation of scheduling algorithms. Furthermore, we do not see any utility of passing information with local scope (e.g. link quality) from one IAB node to another, as this information has no utility outside of the local IAB node scheduler, and could not be used to infer anything about end-to-end flow performance without detailed knowledge of how each IAB node along the route is making its scheduling decisions, what load it is handling, etc. 
Proposal 2: The IAB donor should provide feedback to IAB nodes that process a particular QoS flow, based on measurements of the specific QoS metrics provided by the end nodes (access IAB node and Donor). How this feedback is used by the IAB nodes is left to implementation.
Regarding IF-4, this was discussed at some length in the post RAN2#112e e-mail discussion on “Fairness Latency Congestion” [2]. We commented at the time that the assumptions of this issue seem flawed, and hence we consider there is no issue to be addressed for IF-4. For completeness, we copy below our comments regarding IF-4 from [2]:
	Futurewei
	We don’t agree with the assertion of IF-4.
Say two BH RLC channels (BH RLC Ch 1 and BH RLC Ch 2) carry the same number of bearers (e.g. 3 bearers), but the bearers of BH RLC Ch 1 have higher traffic load than the bearers of BH RLC Ch 2, then one would expect the IAB node to receive more data for BH RLC Ch 1 than for BH RLC Ch 2. Based on this the scheduler at the IAB node can certainly allocate more resources for the transmission of data from BH RLC Ch 1 then BH RLC Ch 2.
Similarly, if BH RLC Ch 1 aggregates 4 bearers, while BH RLC Ch 2 aggregates 2 bearers (as an example), and each of these bearers has similar traffic load, then the IAB node should receive roughly twice as much traffic for BH RLC Ch 1 compared to BH RLC Ch 2. Based on this the scheduler at the IAB node can also allocate more resources for the transmission of BH RLC Ch 1 compared to BH RLC Ch 2.
Finally, assume BH RLC Ch 1 aggregates 4 bearers, while BH RLC Ch 2 aggregates 2 bearers (as above). However, let’s assume that the traffic load of each of the bearers of BH RLC Ch 1 is roughly half that of bearers of BH RLC Ch 2. In this case, the IAB node receives roughly the same amount of traffic for BH RLC Ch 1 and BH RLC Ch 2. If the IAB node schedules the two BH RLC channels roughly equally, then the average latency experienced by packets of any of the aggregated bearers should be about the same (regardless of whether the specific bearer is mapped to BH RLC Ch 1 or Ch 2). Which seems to be the desired outcome from a fairness perspective. 
Therefore, we don’t really see what issue needs to be addressed here.
Having said that, a large number of companies responding to the e-mail discussion indicated support for IF-4. Therefore, we hope that proponent companies can clarify via contributions what is the technical issue that needs to be addressed.



Observation 4: The spec does not constrain in any way how an IAB node schedules resources for a BH RLC channel, regardless of number of aggregated bearers or load per bearer. Therefore, there is no issue to be addressed for IF-4.
Proposal 3: RAN2 will not further consider IF-4 as an issue to be addressed.
Multi-hop latency
In RAN2#113e the following key issues related to multi-hop latency were identified by RAN2:
ISSUES: In the first instance, eIAB work on multi-hop latency will focus on the following issues:
IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency
IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs
IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16
IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free
IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel

In the previous section we discussed some aspects of multi-hop latency in the context of topology-wide fairness. Multi-hop latency was one of the key issues discussed in the post RAN2#111-e email discussion [5]. Several companies expressed concern that the Rel. 16 IAB design has certain limitations regarding the assessment of per-hop latency. Consequentially, these limitations may impact the ability of the network to efficiently apportion the end-to-end PDB for a bearer into per hop PDB targets. Furthermore, there were concerns that packets that exceed the PDB target for their respective DRB could not be discarded at intermediate IAB nodes. The concerns raised were summarized by the e-mail rapporteur of [5] in the following 3 bullets:
Inability to discard packets at intermediate nodes once they have "expired"
Inability to discard packets at intermediate nodes if PDB cannot be met  
Inability by the CU to determine how to set the latency budget for each hop
[bookmark: _Hlk54258300]Here we understood “expired” packet to mean a packet that has exceeded the PDB for the corresponding UE DRB. As such it seems that the first and second bullets are rather redundant. It is worthwhile to note here that the 3GPP spec does not impose any requirement that a packet that exceed its PDB should be discarded. TS 23.501 [6] states the following in section 5.7.3.4:
The PDB for Non-GBR and GBR resource types denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded and is not added to the PER. However, for a Delay critical GBR resource type, packets delayed more than the PDB are added to the PER and can be discarded or delivered depending on local decision.
Observation 5: The PDB denotes a “soft upper bound” on acceptable packet delay for a particular DRB. The spec does not impose any requirement that a packet that has exceeded the PDB must be discarded. 
Observation 6: For DRBs with delay critical GBR, packets that have exceeded the DRB’s PDB should be included in the calculation of the PER.
However, even without IAB, our understanding is that the 3GPP specs do not currently provide a standardized method to assess the PDB for a particular packet. For example, with CU/DU separation there does not seem to be any standardized approach to assess how long a packet takes to traverse the wireline backhaul. Our assumption is that this latency may be assessed using implementation specific approaches. Examples of how this latency information might be estimated are periodically pinging the DU/CU IP address from the CU/DU or based on other measurements provided directly by the transport layer. On the other hand, some contributions [xx] have observed that IIoT WI adopts a global time domain for the while network to calculated elapsed time of the transmitted packet over 5GS. Therefore, we should first evaluate whether existing approaches would suffice to estimate edge-to-end packet latency at each IAB node in the network.
Proposal 4: RAN2 and RAN3 to evaluate whether existing approaches suffice to estimate edge-to-end packet latency at each IAB node in the network.
Therefore, we generally agree with IL-1 in that the system as currently specified lacks a clear reference for the measurement of edge-to-node packet latency. If it is feasible to establish such a network wide timing reference, then edge-to-node packet latency could be accurately measured by providing a timestamp to the BAP packet header.
Proposal 5: RAN2 to consider adding a timestamp to the BAP packet header, if it is feasible to establish a network wide timing reference.
IL-2 may be useful in terms of improving the granularity of BSR reporting, and hence increasing the number of LCGs might help differentiate somewhat between different BH RLC channels. This might result in better allocation of upstream resources among BH RLC channels, and hence have a secondary effect of being able to prioritize the allocation of resource to those channels that are most latency constrained. Hence it was agreed in RAN2#113bis-e to extend the LCG range for IAB-MTs [7]:
LCG range to be extended for IAB-MT. Size of LCG and enhancements to BSR are FFS

IL-3 may provide the benefit of pre-emptive BSR reporting more predictable. However, it is far from clear that this would result in an improvement for multi-hop latency. Therefore, we are sceptical about the utility of this issue.
IL-4 should be addressed via enhancements to local routing decisions, which were agreed to be with RAN2’s scope in RAN2#113e [3].
Regarding IL-6, we agree this is a valid issue. The first step to address this is via end-to-end reporting of the achieved throughput and/or latency for a UE’s flow, as needed. This was addressed in Proposal 2 above. As the donor CU is aware of the configured routing of each flow, the reported information can be used by the CU to optimize the routing of different flows. How the CU makes use of this information to optimize routing can be left to implementation.
Accordingly, we have the following proposal:
Proposal 6: Regarding enhancements for multi-hop latency RAN2 will focus on IL-1 and IL-6, in addition to LCG range extension (IL-2). IL-4 will be addressed in conjunction with enhancements for local routing (topology adaptation agenda item). IL-3 can be deprioritized.
3 Conclusion
This paper discussed potential enhancements related to improving topology-wide fairness, multi-hop latency, and congestion mitigation. We have the following observations and proposals:
Observation 1: The current standard provides many knobs and mechanisms for the network to achieve fairness between different flows.
Observation 2: Achievable QoS metrics of a UE flow may be constrained by the treatment of upstream or downstream IAB nodes. It is desirable that a node receive feedback from the network to enable the scheduling different of different flows to be adjusted locally by an IAB node.
Observation 3: Topology-wide fairness may be improved by being able to accurately assess actual edge-to-end latency on a per packet basis.
Observation 4: The spec does not constrain in any way how an IAB node schedules resources for a BH RLC channel, regardless of number of aggregated bearers or load per bearer. Therefore, there is no issue to be addressed for IF-4.
Observation 5: The PDB denotes a “soft upper bound” on acceptable packet delay for a particular DRB. The spec does not impose any requirement that a packet that has exceeded the PDB must be discarded. 
Observation 6: For DRBs with delay critical GBR, packets that have exceeded the DRB’s PDB should be included in the calculation of the PER.

Proposal 1: RAN2 to postpone further discussion related to enhancements for IAB congestion mitigation pending further progress from RAN3.
Proposal 2: The IAB donor should provide feedback to IAB nodes that process a particular QoS flow, based on measurements of the specific QoS metrics provided by the end nodes (access IAB node or Donor DU). How this feedback is used by the IAB nodes is left to implementation.
Proposal 3: RAN2 will not further consider IF-4 as an issue to be addressed.
Proposal 4: RAN2 and RAN3 to evaluate whether existing approaches suffice to estimate edge-to-end packet latency at each IAB node in the network.
Proposal 5: RAN2 to consider adding a timestamp to the BAP packet header, if it is feasible to establish a network wide timing reference.
Proposal 6: Regarding enhancements for multi-hop latency RAN2 will focus on IL-1 and IL-6, in addition to LCG range extension (IL-2). IL-4 will be addressed in conjunction with enhancements for local routing (topology adaptation agenda item). IL-3 can be deprioritized.
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