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1 Introduction
In [1] RAN3 informed RAN2 of several agreement that have been reached regarding inter-donor topology redundancy in the following two scenarios:
-	Scenario 1: the IAB is multi-connected with 2 Donors. 
-	Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.
RAN3 agreed several points related to BAP routing and bearer mapping between two topologies:
 (
A
bout BAP routing and bearer mapping between two topologies:
To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
The boundary IAB node belongs to two topologies of two donor CUs. 
RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
Option 1: OAM based solution
Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
)
At RAN2#114e RAN2 discussed the summary of the e-mail discussion on Topology Adaptation Enhancements [2], and the following agreements were reached:
 (
RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4
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Furthermore, in RAN3#112 RAN3 agreed that [3]:
 (
Inter-topology BAP routing option 4 is supported. 
For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
)
Post RAN2#114e, RAN2 conducted an e-mail discussion “[Post114-e][075][eIAB] Open Issues on Re-routing” [4]. RAN2 discussed several issued related to inter-donor routing and bearer mapping. In this paper we discuss the key challenges for inter-donor routing using Option 4 from RAN2’s perspective and propose some solutions.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
In Option 4, the BAP address, BAP path ID and BH RLC CH IDs have local scope, and hence they can be reused in each topology. To enable inter-topology routing, the BAP routing ID carried on the BAP header is rewritten by the boundary node. The boundary node holds a mapping table, which maps the BAP routing ID of the PDU arriving from one topology to the BAP routing ID the PDU carries in the other topology. 
Figure 1 adopted from [5] illustrates how Option 4 is applied to several exemplary use cases. The boundary node has a mapping from UL BAP routing ID = (A3, Px) to UL BAP routing ID = (A1, Py) and from DL BAP routing ID (A5, Px) to DL BAP routing ID (A4, Py).
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Figure 1: Option 4 – BAP header rewriting based on BAP routing ID [x5] 

We assume that in the examples of figure 1, that connectivity of the boundary IAB node to the two donors is based on NRDC, as this is RAN3’s working assumption as the baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB donors [6]. With this in mind, we assume that donor 1 acts as the MN for the MT of the boundary IAB node, while donor 2 acts as the SN. In particular, we make the assumption that donor 1 configures the BAP layer the of the boundary node, which is consistent with DU3 being part of donor 1’s topology (e.g. donor 1 terminates F1-C for DU3).
To initiate the connectivity of the boundary IAB node to the topology of donor 2, MT3 may have reported appropriate measurements of some cell managed by DU2 to donor 1’s CU. The CU of donor 1 would then initiate a modified SN addition procedure towards the CU of donor 2. As part of this procedure donor CU 1 may indicate that MT3 is the MT of a IAB node and provide details of QoS requirements for BH RLC channels that it desires to route to MT3 via the IAB topology of donor CU 2. The details of this procedure are in the scope of RAN3, and therefore we need not speculate further on these details. The key issues from RAN2’s perspective is how the BAP Routing IDs are managed, and how the BH RLC channels are mapped at the boundary IAB node. We are also concerned with the configuration information to needs to be exchanged between the two IAB topologies to enable these mappings.
Donor CU 2 configures BH RLC channels at DU2 for MT3, allocates one or more BAP address(es) (e.g. A5) for IAB node 3 within donor 2’s topology, and configures any routing and bearer mappings needed by other nodes within its topology. In particular, donor CU 2 defines upstream (A1, Py) and downstream (A5, Px) routing paths for IAB node 3 within its topology. It provides this information to donor CU 1, along with the IDs of BH RLC channels configured at DU2 for IAB node 3.
Based on the information received from donor CU 2, donor CU 1 can update the configuration of the BAP routing and bearer mapping tables at IAB node 3, using appropriate F1-C procedures. For example, the configuration of IAB node 3 can indicate that packets addressed to upstream path (A3, Px) are subject to BAP header rewriting, and are accordingly remapped as BAP routing ID (A3, Px)  (A1, Py) for transfer in topology 2. Similar configurations of IAB donor 3 indicated that downstream packets addressed to (A5, Px) should be remapped as BAP routing ID (A5, Px)  (A4, Py) for routing in topology 1. Furthermore, IAB node 3 should be configured for the remapping of BH RLC channels between the two topologies.
Boundary Node BAP Processing
The boundary IAB node needs to first identify which packets on an ingress BH RLC channel require BAP header rewriting. The boundary IAB node then performs BAP header rewriting to provide the new Routing ID to the routing function. The routing table can then be consulted to identify the egress link for the new Routing ID. Finally, the BAP packet is mapped to the appropriate BH RLC channel on egress link.
Proposal 1: BAP processing at a Boundary IAB node consists of the following steps:
· Identify a packet on an ingress BH RLC channel that requires BAP header rewriting
· Rewrite the packet’s BAP header to include the new Routing ID
· Consult the routing table to identify the egress link for the new Routing ID
· Map the BAP packet to the appropriate BH RLC channel on the egress link

BAP Header Rewriting Challenges
In [4] several issues related to boundary node processing for inter-donor routing were discussed. Several key challenges related boundary node processing were identified during the discussion:
 (
What’s the BAP address added in BAP header in the first topology (
i.e.
 the BAP address of ingress data at the boundary node);
How to differentiate the concatenated traffic and non-concatenated 
traffic;
How to determine whether a data should be delivered to upper layer (for downstream
);
How to determine whether the BAP header of a data should be rewritten (
i.e.
 whether being routed to another topology or its own topology).
)
The boundary IAB node needs to first determine whether the Routing ID of a BAP packet needs to be rewritten. If so, then the boundary node then needs to map the packet to an appropriate Routing ID to be written into the BAP header for egress forwarding. 
Observation 1: The boundary IAB node needs to identify packets that require rewriting of the BAP header and map each such packet to an appropriate Routing ID for the egress link.
Several approaches for Routing ID mapping at the boundary IAB node are possible. Figure 2 below illustrates two possible approaches. We illustrate these mapping approaches using the example of downstream routing. However, similar principles would apply to upstream routing as well. In the following we use the short-hand topology 1 to refer to nodes in the topology of donor 1. Similarly, nodes in the topology of donor 2 are referred to as topology 2.
1) In the first approach on the left of Figure 2, each BAP address of topology 1 descendants of the boundary node has a corresponding pseudo-BAP address assigned to the boundary node in topology 2. For example Routing ID (A7, Px) in topology 2 maps to Routing ID (A4, Py) in topology 1. Similarly, Routing ID (A8, Pz) in topology 2 maps to Routing ID (A6, Pw) in topology 1. This approach has the advantage that each descendant node in topology 1 can be assigned a separate BAP address in topology 2. Hence, the routing path space is not shared among descendant nodes.
However, we note that in IAB routing a BAP address can only correspond to a single node. This is because in the case of a RLF, packets can be rerouted towards that BAP address using an alternative routing path. This means that in topology 2 the boundary node must be assigned all of the pseudo-BAP addresses for the descendant nodes in topology of donor 1. As such, this approach will not scale well if an IAB network contains many boundary nodes.
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Figure 2: Options for BAP routing ID mapping at the boundary IAB node 
2) In the second approach on the right of Figure 2, all of the Routing IDs to topology 1 descendant of the boundary node are mapped to different routing paths in topology 2. However, each of these paths correspond to the same BAP address of the boundary node in topology 2. For example, Routing ID (A5, Px) in topology 2 maps to Routing ID (A4, Py) in topology 1, while Routing ID (A5, Pz) in topology 2 maps to Routing ID (A6, Pw) in topology 1. The advantage of this approach is that all of the routing IDs that are forwarded via the boundary node share a single BAP address in topology 2. Therefore, this approach does not require assigning multiple BAP addresses to the boundary node in topology 2. The disadvantage of this approach is that all of the routing IDs forwarded by the boundary node share a common path space. As such the number of routing IDs that can be forwarded via the boundary node is limited.
Note that a variation on this approach is to assign a separate BAP address in topology 2 for routing IDs forwarded by the boundary node to its topology 1 descendants. However, this approach has the same limitations as simply reusing the BAP address of the boundary node in topology 2.

Routing ID mapping at the boundary node using pseudo-BAP addresses and using separate boundary node routing paths have significant limitations. It is preferable to define an approach for routing ID mapping that allows assignment of Routing IDs independently in the topology of donor 1 and the topology of donor 2.
Observation 2: Boundary node Route ID mapping based on pseudo-BAP addresses and separate boundary node routing paths have significant limitations.
Another approach to routing ID mapping that preserves the independence of Routing IDs in topology 1 & topology 2 is to add an outer Routing ID to the BAP header. The outer Routing ID is used for routing in the first IAB topology (before the boundary node), while the inner Routing ID is used for routing in the second IAB topology (after the boundary node). The outer Routing ID can be added to the BAP header by the end nodes (donor DU for downstream routing and access IAB node for upstream routing). The boundary node can remove the outer Routing ID before forwarding the BAP packet to the egress link. BAP packets without an outer Routing ID can be processed by the IAB node as in Rel. 16.
Observation 3: Using an outer Routing ID in the first IAB topology (before the boundary node) and an inner Routing ID in the second IAB topology (after the boundary node) allows independence of routing ID assignment in the two topologies.
Proposal 2: For inter-donor routing the end node adds an outer Routing ID to the BAP header. The outer Routing ID is used to route the BAP packet to the boundary node.
Proposal 3: Rel. 16 processing applies to BAP packets that do not have an outer Routing ID
The boundary node will need to identify packets with an outer Routing ID in order to process these packets appropriately. A simple way to achieve this is to use one or more reserved bits in the BAP data PDU header to differentiate packets with an outer Routing ID. Another possible approach would be to assign a separate BAP address to the boundary IAB node specifically for these packets. Then if the boundary node receives a BAP packet with this specific BAP address, it will know that it corresponds to an outer Routing ID. RAN2 should discuss and select one of these two options:

Proposal 4: RAN2 to select one of the following two options to differentiate BAP packets with an outer Routing ID:
· Use reserved bits in the BAP data PDU header
· Assign a separate BAP address to the boundary node to identify an outer Routing ID
Determination of the downstream BAP packets that need to be delivered to upper layers is straight forward with an outer BAP header. In this case, the address of the inner BAP header should correspond to the boundary IAB node’s BAP address assigned by the donor CU that terminates the node’s F1. After processing the outer Routing ID, the boundary IAB node will inspect the inner Routing ID and determine that the packet should be delivered to its upper layers, which is similar to Rel. 16 processing.
Proposal 5: The boundary IAB node recognizes packets to be delivered to its upper layers by matching the Destination field of the inner Routing ID to the BAP address assigned by the donor CU that terminates its F1-C.
Finally, it was discussed previously in RAN3 [7] that it may be necessary to consider inter-donor IAB routing via more than one boundary node. Figure 3 below, adopted from [7], illustrates an example of such a scenario:


Figure 3: Example of inter-donor routing with more than one boundary IAB node in the path 
Although it has not yet been agreed whether such a scenario will be supported in Rel. 17, it is useful to consider such a scenario and the potential impact of adopting the outer Routing ID approach discussed above. A trivial approach would be to add multiple outer routing IDs to the BAP header, one routing ID for each topology. However, it is not difficult to grasp that such an approach may not scale well for a large number of IAB topologies.
A more efficient approach is to simply replace the outer Routing ID at each intermediate boundary node. The last boundary node does not need to replace the outer Routing ID, and simply removes it. Thus, it is useful for the configuration of a boundary IAB node to support both the replacement and removal of the outer Routing ID of the BAP header.
Proposal 6: The boundary IAB node can be configured to either remove the outer Routing ID or replace it with another outer Routing ID.
Boundary Node BH RLC Channel Mapping
In addition to BAP header rewriting and routing, the boundary IAB node needs to perform mapping from ingress BH RLC channels to egress BH RLC channels. As bearer mapping is essentially independent of the BAP header, the legacy methodology or Rel. 16 can largely be reused.
One issue that needs to be addressed for BH RLC channel bearer mapping is regarding configuration. Each entry of the BH RLC channel mapping configuration contains the following information [8]:
-	an ingress link ID, which is indicated by Prior-Hop BAP Address IE, or by the Configured BAP address IE in UE-associated F1AP message for upstream,
-	an egress link ID, which is indicated by Next-Hop BAP Address IE, or by the Configured BAP address IE in UE-associated F1AP message for downstream,
-	an ingress BH RLC channel ID, which is indicated by Ingress BH RLC CH ID IE, or by the BH RLC CH ID IE in UE-associated F1AP message for upstream, and,
-	an egress BH RLC channel ID, which is indicated by Egress BH RLC CH ID IE, or by the BH RLC CH ID IE in UE-associated F1AP message for downstream.

However, in Rel. 16 BAP addresses belong to a single topology. With inter-donor routing the Prior-Hop BAP Address, and the Next-Hop BAP Address may belong to separate topologies. Thus, it is important to for the boundary IAB node to unambiguously identify the topology corresponding to each BAP address IE in the configuration.
Observation 4: For inter-donor IAB routing, it is important for the boundary IAB node to unambiguously identify the topology corresponding to each of the Prior-Hop BAP Address, and the Next-Hop BAP Address in the BH RLC Channel Mapping Configuration.
Since this configuration is provided via F1-C signalling, RAN2 can differ to RAN3 on how to signal the IAB topology of the BAP address IEs. Once RAN3 has decided on the signalling, RAN2 can update the corresponding procedures in TS 38.340.
Proposal 7: RAN3 shall decide how to differentiate the topology corresponding to the Prior-Hop BAP Address and the Next-Hop BAP Address in the BH RLC Channel Mapping Configuration of the boundary IAB node.
3 Conclusion
In this paper we briefly discussed the key challenges for inter-donor routing using Option 4 from RAN2’s perspective, and we have proposed solutions to these issues. We have the following observations and proposals:

Observation 1: The boundary IAB node needs to identify packets that require rewriting of the BAP header and map each such packet to an appropriate Routing ID for the egress link. 
Observation 2: Boundary node Route ID mapping based on pseudo-BAP addresses and separate boundary node routing paths have significant limitations.
Observation 3: Using an outer Routing ID in the first IAB topology (before the boundary node) and an inner Routing ID in the second IAB topology (after the boundary node) allows independence of routing ID assignment in the two topologies.
Observation 4: For inter-donor IAB routing, it is important for the boundary IAB node to unambiguously identify the topology corresponding to each of the Prior-Hop BAP Address, and the Next-Hop BAP Address in the BH RLC Channel Mapping Configuration.

Proposal 1: BAP processing at a Boundary IAB node consists of the following steps:
· Identify a packet on an ingress BH RLC channel that requires BAP header rewriting
· Rewrite the packet’s BAP header to include the new Routing ID
· Consult the routing table to identify the egress link for the new Routing ID
· Map the BAP packet to the appropriate BH RLC channel on the egress link
Proposal 2: For inter-donor routing the end node adds an outer Routing ID to the BAP header. The outer Routing ID is used to route the BAP packet to the boundary node.
Proposal 3: Rel. 16 processing applies to BAP packets that do not have an outer Routing ID
Proposal 4: RAN2 to select one of the following two options to differentiate BAP packets with an outer Routing ID:
· Use spare bits in the BAP data PDU header
· Assign a separate BAP address to the boundary node to identify an outer Routing ID
Proposal 5: The boundary IAB node recognizes packets to be delivered to its upper layers by matching the Destination field of the inner Routing ID to the BAP address assigned by the donor CU that terminates its F1.
Proposal 5: The boundary IAB node recognizes packets to be delivered to its upper layers by matching the Destination field of the inner Routing ID to the BAP address assigned by the donor CU that terminates its F1-C.
Proposal 6: The boundary IAB node can be configured to either remove the outer Routing ID or replace it with another outer Routing ID.
Proposal 7: RAN3 shall decide how to differentiate the topology corresponding to the Prior-Hop BAP Address and the Next-Hop BAP Address in the BH RLC Channel Mapping Configuration of the boundary IAB node.
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