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Introduction
In RAN2 #114-e meeting, following was agreed:

Agreements:
· Use PCCH for Multicast activation notification (also for MBS supporting nodes).
· Confirm that we convey the MBS session ID in the notification. 
· Use of paging in all (legacy) PO with PRNTI is the baseline assumption (can still discuss other variants)
· …
· Indication of an MCCH change due to modification of an ongoing session’s configuration (including session stop) is provided with an explicit notification from the network  (provided that RAN1 confirms a separate bit for this purpose can be accommodated in the MCCH change notification DCI, in addition to a bit for session start notification). FFS on whether this notification can be reused for modification of other information carried by MCCH, if any.
· FFS whether the possibility of UE missing an MCCH change notification needs to be addressed or can be left to UE implementation.

In this contribution, we discuss the RACH capacity issue and multicast access control related to multicast activation notification, as well as MCCH change notification.
Discussion
[bookmark: _Hlk61435005]RACH capacity issue
As captured in RAN2 #113bis-e meeting:
	· It is FFS whether RAN2 needs to handle PRACH capacity issues due to group notifications 


Following agreements are also captured in RAN2 #114e meeting:
	· Use PCCH for Multicast activation notification (also for MBS supporting nodes). 
· Confirm that we convey the MBS session ID in the notification. 
· Use of paging in all (legacy) PO with PRNTI is the baseline assumption (can still discuss other variants)


During MBS session activation, the network will send group paging message in all legacy PO. Hence, only UE who will be group-paged in the same PO will go to RRC_CONNECTED state at the same time. Different UEs in different POs are naturally distributed in different POs. Whether RACH congestion will happen or not depends on the number of multicast UEs in the same PO.
[bookmark: Obs_Dist]Observation 1: UEs are naturally distributed in different POs and the probability of RACH congestion is small.
Backoff timer is used to distribute UEs going to RRC_CONECTED. A random value is selected according to a uniform distribution between 0 and the PREAMBLE_BACKOFF. The same mechanism can be used for multicast group notification. As specified in TS38.321 section 7.2, the maximum value of PREAMBLE_BACKOFF is 1920ms. Considering multicast services in delivery mode 1 are all with high QoS requirement, 1920ms is long enough. 
[bookmark: _Ref71626370][bookmark: Proposal_Backoff]Proposal 1: Backoff timer for legacy RACH congestion can be reused for MBS. 
Last but not least, even there’s a large number of MBS UEs in the same PO, the network can also keep some of the UEs in the RRC_CONNECTED state. As specified in TR23.757, after sending a PDU Session Modification Request for joining a MBS session, the UE will be in RRC_CONNECTED state and wait for PDU Session Modification Command as a confirmation of successful MBS session join. After that, the UE may be released to RRC_INACTIVE or RRC_IDLE before actual multicast data is transmitted to UE. Hence, if the number of UEs in one PO is high, to avoid RACH congestion, the network can leave some UEs or all UEs in this PO in RRC_CONNECTED state by implementation.
[bookmark: Obs_keep]Observation 2: To avoid RACH congestion, the network can keep some of the UEs in the same PO in RRC_CONNECTED state after receiving PDU Session Modification Command.
Multicast access control
For multicast session, at least for delivery mode 1, upon session activation, UEs in RRC_IDLE/INACTIVE are notified to move to RRC_CONNECTED, from the following agreements made in RAN2#113bis-e meeting:
	Support group notification for multicast for MBS supporting nodes
For delivery mode 1 UE is not expected to monitor Group notification channel in RRC_CONNECTED 
It is FFS whether RAN2 needs to handle PRACH capacity issues due to group notifications 
Use same group notification identity for both RRC_IDLE and RRC_INACTIVE states



In [2][3], it is proposed to enhance Unified Access Control (UAC) for multicast. In NR Rel-15, UAC is introduced to control congestion based on Access Category and Access Identity(ies). The motivation for UAC is that network can bar connection requests which consumes the network resource. The key difference between UAC for unicast and (potential) UAC for multicast is that in multicast, network has already allocated most of the related resources even before the connection request is initiated. 5GC has already allowed the UE to join the multicast session, and gNB can statistically estimate radio resource for the multicast session (e.g. DL PTM transmission resource, PTP transmission resource, RRC signalling, RLC status report, and L1 HARQ feedback) based on QoS information about the multicast session and which UEs have joined the multicast session (details are described in SA2 TR 23.757 clause 8.2.3) provided by 5GC. Although the resource allocation can be adjusted by gNB based on other factors e.g. CSI measurement, but that adjustment can be only performed after UE transits to RRC_CONNECTED. Therefore for UEs to be notified to transit to RRC_CONNECTED for one multicast session, there is no strong motivation to bar the UE’s access. 
[bookmark: Obs_UAC]Observation 3: There is no strong motivation to bar the UE’s access to multicast session if it is notified to transit to RRC_CONNECTED for multicast session.
Following is Access Category table in TS 22.261. It can be seen that Access Category other than Category 1 is based on type of access attempt. Given above observation, it seems that barring based on Access Category is not suitable for multicast.  
Table 6.22.2.3-1: Access Categories
	Access Category number
	Conditions related to UE
	Type of access attempt

	0
	All
	MO signalling resulting from paging

	1 (NOTE 1) 

	UE is configured for delay tolerant service and subject to access control for Access Category 1, which is judged based on relation of UE’s HPLMN and the selected PLMN.
	All except for Emergency, or MO exception data

	2
	All
	Emergency

	3
	All except for the conditions in Access Category 1.
	MO signalling on NAS level resulting from other than paging

	4
	All except for the conditions in Access Category 1.
	MMTEL voice (NOTE 3)

	5
	All except for the conditions in Access Category 1.
	MMTEL video

	6
	All except for the conditions in Access Category 1.
	SMS

	7
	All except for the conditions in Access Category 1.
	MO data that do not belong to any other Access Categories (NOTE 4)

	8
	All except for the conditions in Access Category 1
	MO signalling on RRC level resulting from other than paging

	9
	All except for the conditions in Access Category 1
	MO IMS registration related signalling (NOTE 5)

	10 (NOTE 6)
	All
	MO exception data 

	11-31
	
	Reserved standardized Access Categories

	32-63 (NOTE 2)
	All
	Based on operator classification



In TS 38.331, Access Category “0” (MO signalling resulting from paging) is not barred, as shown below:
2>	if the Access Category is '0':
3>	consider the access attempt as allowed;
In RAN2#114-e meeting, RAN2 agreed to use paging for group notification. Since paging is used, then access due to multicast session activation is not barred according to the specification copied above. 
[bookmark: Proposal_AC]Proposal 2: From RAN2 point of view, there is no need to introduce new Access Categories for multicast. 
It was proposed in [2] to add new RRC establishment causes for multicast services. The establishment causes and resume causes in TS 38.331 are shown below. It can be seen that resume causes are superset of establishment cause, with the addition of rna-Update. 
EstablishmentCause ::= ENUMERATED {
emergency, highPriorityAccess, mt-Access, mo-Signalling, mo-Data, mo-VoiceCall, mo-VideoCall,
mo-SMS, mps-PriorityAccess, mcs-PriorityAccess,spare6, spare5, spare4, spare3, spare2, spare1}
ResumeCause ::= ENUMERATED {
	emergency, highPriorityAccess, mt-Access, mo-Signalling, mo-Data, mo-VoiceCall, mo-VideoCall, 
mo-SMS, rna-Update, mps-PriorityAccess, mcs-PriorityAccess, spare1, spare2, spare3, spare4, 
spare5 }


Field description of establishmentCause indicates that establishmentCause “Provides the establishment cause for the RRCSetupRequest in accordance with the information received from upper layers”. All establishment causes are defined in CT1 specification TS 24.501 Table 4.5.6.1. 
The primary motivation for establishment cause is to reject the access in case of RAN overload. In case of multicast access control, the same discussion regarding UAC applies since gNB has already allocated resource before UE initiates the state transition to RRC_CONNECTED. Given that paging is used for group notification, existing establishment cause mt-Access is sufficient. 

[bookmark: Proposal_Cause]Proposal 3: From RAN2 point of view, there is no need to introduce new establishment cause. 
MCCH change notification
One FFS issue regarding MCCH change notification is “FFS whether the possibility of UE missing an MCCH change notification needs to be addressed or can be left to UE implementation.” The FFS is the result of email discussion “[AT114-e][039][MBS] MCCH and MCCH change notification” [1], and following was captured in rapporteur’s summary:
Vast majority of companies do not see the need of addressing the issue of a UE missing the session modification notification and thinks it can be left up to UE implementation. However, it was also raised that this depends on the robustness of the notification at PHY layer and that it is not clear how the UE implementation may address this issue for session start notification. 
In RAN1#105-e meeting, following was agreed:
	For RRC_IDLE/RRC_INACTIVE UEs, for broadcast reception, study the following alternatives for MCCH change notification indication due to session start:
· Alt 1: Define a dedicated RNTI to scramble the CRC of a DCI indicating a MCCH change notification;
· Alt 2: Use of a field in a DCI format scheduling a MCCH without a dedicated RNTI for MCCH change notification;
Other solutions are not precluded and it is also not precluded whether to support both Alt1 and Alt2.



It can be seen that RAN1 has not decided whether to use one PDCCH/RNTI or separate PDCCHs/RNTIs for MCCH scheduling and MCCH change notification. If single PDCCH/RNTI is used to schedule MCCH as well as carrying MCCH change notification, then there is no need for any optimization regarding missing MCCH change notification since UE anyway cannot decode MCCH due to the missing of PDCCH.
[bookmark: Obs_Single_RNTI]Observation 4: Optimization regarding missing MCCH change notification is not needed when single PDCCH/RNTI is used to schedule MCCH as well as carrying MCCH change notification.
If separate PDCCHs/RNTIs are used for MCCH scheduling and MCCH change notification, missing the MCCH change notification might result in that the UE skips decoding MCCH. However, we don’t think there is a need to address the possibility of missing MCCH change notification due to the following reasons:
· Like any other physical channel, the reliability of PDCCH carrying MCCH change notification is controlled by gNB.  It is expected that possibility of missing MCCH change notification is sufficiently low. 
· If MCCH change notification is missed as a result of poor channel quality, it is highly likely that MCCH cannot be decoded due to channel correlation.
· MCCH change notification (for session start) is also used in LTE, and there is no optimization to handle the missing of change notification.
· MCCH change notification is a mechanism to reduce UE power consumption, and it might be challenging to have further optimization to mitigate the missing notification issue while still keeping the power saving benefits.
[bookmark: Obs_Separate_RNTI]Observation 5: Optimization regarding missing MCCH change notification is not needed when separate PDCCHs/RNTIs for MCCH scheduling and MCCH change notification.
Based on above discussion, following is proposed.
[bookmark: Proposal_Missing_Notification]Proposal 4: Optimization regarding missing MCCH change notification is not needed.
Conclusion
In this contribution, we discuss the RACH capacity issue and multicast access control related to multicast activation notification, as well as MCCH change notification.
We have the following observations:
Observation 1: UEs are naturally distributed in different POs and the probability of RACH congestion is small.
Observation 2: To avoid RACH congestion, the network can keep some of the UEs in the same PO in RRC_CONNECTED state after receiving PDU Session Modification Command.

Observation 3: There is no strong motivation to bar the UE’s access to multicast session if it is notified to transit to RRC_CONNECTED for multicast session.
Observation 4: Optimization regarding missing MCCH change notification is not needed when single PDCCH/RNTI is used to schedule MCCH as well as carrying MCCH change notification.
Observation 5: Optimization regarding missing MCCH change notification is not needed when separate PDCCHs/RNTIs for MCCH scheduling and MCCH change notification. 
We propose the following:
Proposal 1: Backoff timer for legacy RACH congestion can be reused for MBS.  
Proposal 2: From RAN2 point of view, there is no need to introduce new Access Categories for multicast. 
Proposal 3: From RAN2 point of view, there is no need to introduce new establishment cause. 
Proposal 4: Optimization regarding missing MCCH change notification is not needed.
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