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Introduction
An incoming LS from RAN3 [1] discusses two alternatives for full migration of an IAB-node and served UEs from one IAB-donor to another. Note that RAN3 has already agreed to partial inter-donor migration, where only the IAB-MT of the migrating IAB-node transitions to the target donor. Currently, RAN3 is considering full migration with the alternatives described in the LS. During full migration, after the IAB-MT has been transitioned from the source donor to target donor, the IAB-DU part of the IAB-node needs to be migrated to the target donor in order to avoid the inefficiencies associated with looping traffic through the source donor. However, since a gNB-DU cannot simultaneously support more than one F1 interface, both alternatives discussed in the LS assume the use of two separate logical DUs at the migrating IAB-node so as to maximize reuse of existing procedures. The two alternatives described in the LS are listed below along with the figure showing inter-node migration for ease of discussion:
- Alt1: the two logical DUs use separate physical cell resources
- Alt2: the two logical DUs use the same physical cell resources


Figure 1: Full migration using two logical IAB-DUs [1]
In this contribution we provide views on these two alternatives for full inter-donor migration and make some observations and proposals.
Logical DUs with separate vs. same physical cell resources
Alternative 1 for full migration assumes that the two logical DUs use separate resources, which includes separate air interface resources and spectrum. Essentially, Alternative 1 sets up two separate logical cells covering the same area and set of served UEs using partitioned radio resources, and uses existing handover procedures to hand over UEs from one cell to another to complete the full inter-donor migration. 
While Alternative 1 definitely works, and reuses legacy handover procedures without any UE impact, from an operator’s perspective it is by far the poorer alternative among the two choices being considered. Network capacity and user experience are two key KPIs that are of great importance to an operator. Dividing radio resources in a given cell into two parts to support migration of devices negatively affects both of these KPIs quite significantly. 
[bookmark: _GoBack]Observation 1: Alternative 1 with separate physical cell resources negatively impacts both capacity and user experience, making it a poor choice.
As discussed briefly in the LS from RAN3, Alternative 2 is also not free of issues. RAN2 is being asked to respond to some questions, especially those related to cases involving change of PCI/NCGI. We encourage RAN2 to look into these and provide views on what cases can be supported with or without UE impact, and provide details of UE impact, if any. Neighboring cells operating with overlapping resources is not an entirely new concept. Depending upon the working group, operating with overlapped resources has been discussed using existing NR features. For example, existing solutions already being worked on related to beam management and interference measurement may be used, in addition to considering other potential solutions to minimize/prevent impact to UEs. While Alternative 2 may have some issues that require further discussion and resolution, it has the huge benefit of potentially avoiding hard partitioning of resources between cells. In our opinion, such hard partitioning of physical cell resources should be avoided as far as possible. Depending upon solutions used to address any potential issues with Alternative 2, if there are any corner cases where Alternative 2 is not possible, Alternative 1 can always be used as a fallback. Therefore, our strong preference is to look thoroughly into Alternative 2.
Proposal 1: RAN2 should consider Alternative 2 with shared physical cell resources and identify solutions to any potential issues for enabling Alternative 2.
Conclusion
This contribution discussed alternatives for full inter-donor IAB-node migration and provided the following observation and proposal: 
Observation 1: Alternative 1 with separate physical cell resources negatively impacts both capacity and user experience, making it a poor choice.
Proposal 1: RAN2 should consider Alternative 2 with shared physical cell resources and identify solutions to any potential issues for enabling Alternative 2.
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