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1	Introduction
RAN2 has agreed on “option 4”, where the boundary node changes the BAP header based on BAP routing ID for partial inter-donor migration. 

	From RAN2#114-e
RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4




Similarly, RAN3#112e is currently considering two alternatives for full inter-donor migration and has sent an LS to other WGs including RAN2 for relevant input. This contribution develops further these topics and their technical aspects.
[bookmark: _Ref178064866]2	Partial inter-donor migration 
Inter-donor topology adaptation becomes relevant when the “boundary” IAB node is multi-connected to parent nodes of different donors, or when the IAB node has single connectivity with a parent node of a target donor while the F1 contexts of the boundary node’s IAB-DU, and all the descendant IAB-MTs/DUs, as well as UEs are still handled by the source CU.
From RAN3 agreements, it can be concluded that the target donor CU, i.e., the target CU, assigns all the ingress (for DL) and egress (for UL) BH RLC channels of the boundary IAB node as well as updates the routing tables for the intermediate IAB nodes (under target CU domain) for routing packets to/from the IAB boundary node. Since the F1-connection of the boundary node is still controlled by source CU, the assigned BH RLC channels and BAP routing IDs affecting the IAB boundary node should be communicated by the target CU to the source DU so that it can configure the boundary IAB node accordingly. The source CU still manages all the configurations of BH RLC channels and routing tables to allow BH communications between the boundary IAB node (along with its descendant nodes and the UEs) and the source CU.
The remaining issue is how the boundary IAB node is configured to reach the child nodes or the respective CUs and the behaviour of the boundary node to route the packets.
2.1	Option 4 solution description for partial migration
Option 4 allows the boundary IAB node to change the BAP header based on BAP routing ID. In our view, this solution should be designed in such a way to minimize the specification work. More specifically to minimize:
· signalling overhead in the Uu and F1 interfaces
· coordination/negotiation between source and target CUs
· reconfiguration for the child nodes 
In this context, coordination means two things. First, one CU exposes to the other CU the network topology, BAP addresses, BAP route IDs, etc. of the IAB nodes under its domain. Second, the source and target CU do not need to negotiate a configuration that is unique in both networks. The BAP related configuration should be unique only in the respective CU. The target CU will only need to provide, if the request is accepted, the configuration requested by the source CU, e.g., a set of IP addresses, BAP addresses, BAP route IDs, etc.
[bookmark: _Toc79090753]RAN2/RAN3 aims at solutions that:
-	as a general rule, do not require inter-node coordination between source donor and target donor for BAP, PDCP, RLC, and MAC configurations and do not require to exchange the network topology and configuration;
- 	introduce minimum signalling overhead over the Xn, F1 and Uu;
- 	impact less number of nodes, require minimum number of RRC reconfigurations avoiding reconfiguring the boundary node’s child nodes.

Considering these aspects, option 4 would operate as described below and exemplified in Figure 1 (note that BAP address is part of the BAP routing ID as is used to simplify the discussion):

1) The boundary IAB node MT would receive all the DL traffic from the source CU routed via the target CU network. and for the UL, the boundary IAB node would receive the UL traffic from the ancestor IAB nodes that should be routed via the target topology
2) The boundary IAB node adds/updates the BAP header. 
a. In the DL, the boundary IAB node will use a BAP address translation table to convert BAP addresses from the target CU network to the source CU network. The BAP header that the boundary IAB DU will add/update, will contain values valid in the source CU network.
b. In the UL, the boundary IAB node will use a BAP address translation table to convert BAP addresses from the source CU network to the target CU network, together with UL routing rules. The BAP header that the boundary IAB MT will add/update, will contain values valid in the source or target CU network depending how the data is routed.

One issue addressed in the email discussion [2] is how the boundary IAB node figures out that an incoming BAP PDU should be subject to “BAP header rewriting”. Specifically, for the DL it was discussed two possible examples:
Example 1: Add the boundary node’s BAP address, in the BAP PDU header in the first topology;
Example 2: Add some proxy/pseudo BAP address of the real destination;
In the first example, the BAP address included in the BAP header of an incoming BAP PDU has the BAP address of the boundary IAB node as destination, whereas in the second example, the BAP address included in the BAP header is a pseudo address assigned by the target node for the real destination. 
In our view, Example 1 implies that there should be another way for the boundary IAB node to distinguish a packet which is really terminated at the boundary IAB node and a packet for which BAP header rewriting has to be performed (i.e. that has to be forwarded to a descendant node). For this reason, Example 2 seems to be simpler, given that RAN2 agreed to perform BAP header rewriting at BAP layer, i.e. based on BAP Routing ID. The target CU needs to provide the source CU with a list of “pseudo” BAP addresses for each destination to serve under the boundary IAB node. The source CU will then provide the boundary IAB node with the BAP address translation table which (as previously mentioned) maps the original BAP addresses assigned by the source CU to the pseudo BAP addresses assigned by the target CU network.
[bookmark: _Ref78980882][bookmark: _Toc79090754]For downstream traffic, BAP header rewriting at the IAB boundary node is based on a translation table that maps pseudo-BAP addresses (assigned by the target CU) of the IAB destinations under the IAB boundary node, to the original BAP addresses (previously assigned by the source CU) of the IAB destinations under the IAB boundary node.
[bookmark: _Toc79090745]The solution in Proposal 2 for downstream traffic avoids introducing new procedures at BAP layer to distinguish whether a packet is destined to the IAB boundary node or to another descendant IAB node. It also avoids impacting the IAB descendant nodes.
For upstream traffic, the BAP header rewriting can also be based on a similar translation table. Specifically, in this case, the translation table should map the BAP addresses of the IAB donor DU(s) (which are the destination of the upstream traffic) under the source topology to the BAP addresses of the IAB donor DU(s) under the target topology. That is to avoid any reconfiguration of the routing tables at the IAB access nodes, i.e. only the boundary IAB node is affected by the migration and not its descendant access IAB nodes.
[bookmark: _Ref78981156][bookmark: _Toc79090755]For upstream traffic, BAP header rewriting at the IAB boundary node is based on a translation table that maps the BAP addresses of the IAB donor DU(s) operating under the source topology, to the BAP addresses of the IAB donor DU(s) operating under the target topology.
[bookmark: _Toc79090746]The solution in Proposal 3 for upstream traffic avoids impacting the IAB access nodes.
Figure 1 outlines the above procedure. In Figure 1, the boundary IAB node (IAB3) has got two BAP addresses when performing partial migration. The first BAP routing IDs “BAPCU1 3” was initially allocated by the source CU and used within the network controlled by the source CU (CU1). The second BAP address, “BAPCU2 1”, is allocated by the target CU, which is used within the network controlled by the target CU (CU2). For each IAB destination under the boundary IAB node IAB3, the target CU may allocate additional “pseudo” BAP addresses if requested by the source CU. For example, BAPCU2 2/ BAPCU2 3/ BAPCU2 4 are assigned to address traffic to each of the child nodes respectively. The source CU will then create a routing translation table which maps the pseudo BAP addresses into the original BAP addresses BAPCU1 4/ BAPCU1 5/ BAPCU1 6 as in Figure 1I.
In the DL, all data with a BAP address “BAPCU2 1/ BAPCU2 2/ BAPCU2 3/ BAPCU2 4” will reach and terminate in the boundary IAB-MT node. The boundary IAB node will use the BAP address routing table so the boundary IAB DU updates the BAP headers accordingly to BAP addresses valid into the source network, i.e. BAPCU1 4/ BAPCU1 5/ BAPCU1 6, and corresponding BAP IDs.
In the UL, children nodes IAB4 CU1/IAB5 CU1/IAB6 CU1 will send data in the UL using as usual. They will not be aware of any changes in the network. When the UL packets reach the boundary IAB node, based on the UL routing rules and BAP address tables, the boundary IAB-MT will update the BAP headers accordingly converting the BAP addresses of the IAB donor DU(s) under the source CU1 into the BAP addresses of the IAB donor DU(s) under the target CU1.


[bookmark: _Ref75444234]Figure 1: Example for boundary IAB node (IAB3) configuration

The above procedure does not require any coordination/negotiation between CUs and preserves the independence between CUs and their configurations. It avoids reconfiguring the children of the boundary IAB node’s and, hence, limits the impact to the boundary IAB node and the nodes in the target CU. The latter ones will have to be reconfigured in all cases. Further, there is no impact in the UE side.
From user plane perspective the above procedure can be summarized as in the following proposals for UL and DL:
[bookmark: _Toc79090756]Option 4, for inter-topology user plane and routing operation in the DL is based on the following steps:
a. [bookmark: _Toc79090757]The boundary IAB MT receives all the DL traffic from the source CU routed via the target CU network having as BAP destinations the pseudo BAP addresses of the descendant destination IAB nodes as assigned by target CU.
b. [bookmark: _Toc79090758]A BAP address translation table is used at the boundary IAB node to convert the “pseudo” BAP addresses allocated by the target CU to “original” BAP addresses allocated by the source CU for the various descendant destination IAB nodes.
c. [bookmark: _Toc79090759]The IAB boundary DU updates the BAP header according the BAP address translation table and other relevant configuration valid in the source CU network, e.g. the PATH IDs
[bookmark: _Toc79090760]Option 4, for inter-topology user plane and routing operation in the UL is based on the following steps:
d. [bookmark: _Toc79090761]The boundary IAB DU receives the UL traffic from its descendant IAB nodes.
e. [bookmark: _Toc79090762]For the UL traffic that has to be routed via the target network, a BAP address translation table is used at the boundary IAB node to convert the BAP addresses of the IAB donor DU(s) operating under the source topology, into the BAP addresses of the IAB donor DU(s) operating under the target topology.
f. [bookmark: _Toc79090763]The IAB boundary MT updates the BAP header according to the BAP address translation table, UL routing rules, and other relevant configuration valid in the target CU network, e.g. the PATH IDs.
3	Full inter-donor migration 
For the full inter-donor migration, RAN3 provided RAN2 with the LS in [1]. In particular, RAN3 is considering the following two implementation alternatives that involve two logical IAB-DUs controlled by different CUs (Figure 2) at the boundary IAB node:
Alt1: the two logical DUs use separate physical cell resources
[bookmark: _Hlk77240843]Alt2: the two logical DUs use the same physical cell resources
For alt1, UEs can be smoothly handed over from a cell of one logical DU to a cell of the other logical DU using the legacy handover procedure. In other words, alt1 does not require specification work both on the UE and network sides. 
[bookmark: _Ref79090614][bookmark: _Toc79090747]Alt1 does not require any specification work on the UE or network side.
On the other hand, alt2 poses some air interface resources issues and network planning challenges, which need further discussion. 
In particular, RAN3 is asking the following questions:
· Q1: Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?
· Q2: is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g., a legacy UE)?
· Q3: when cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?

Besides these questions, in our view, RAN2 needs to discuss other related issues, such as how to emulate two cells on the same carrier while the NCGI has changed, whether the network would need to signal the new NCGI to UEs via dedicated signalling, i.e., directing UEs to read the broadcast system information (SIB1) to acquire the new/changed NCGI corresponding to the new CU. Similarly, the network parameters such as PCI and NCGI require proper planning as they cannot be changed/assigned on the fly. Hence, alt2 might also have SA2 impact, which needs further discussion. Hence, in our view, alt2 seems more complicated, requiring further discussions across different working groups to analyse the specification requirements for making it viable.
[bookmark: _Ref79090616][bookmark: _Toc79090748]For alt2, it is unclear how to emulate two cells on the same carrier while the NCGI has changed due to a new CU.
[bookmark: _Ref79090617][bookmark: _Toc79090749]Alt2 is more complicated, requiring further discussion across different working groups (including SA2) for inspecting the specification requirements.
When it comes to the above questions raised in RAN3 LS, in our view, the option of using the same PCI for cells belonging to different logical IAB-DUs might have less/no impact on UEs RRC Connection state. While the option of employing different PCI for cells belonging to different logical IAB-DUs will cause large service interruption for UEs in RRC-connected. This is because signalling from only one cell can be active at a time and PCI switch must be performed in a limited time interval, which increases the chances of UE incurring RLF. Hence, at HO execution, the UE needs to wait that the second logical DU is turned on, before synchronizing to it and performing the RACH. This would obviously increase the HO interruption time. Additionally, since not all UEs can be moved to the second logical DU at once, it is required that for a period of time the first and second logical DU are switched back and forth. This would create disruptions, and possibly RLFs, to the UEs still connected to the first DU and to the UEs already handed-over to the second logical DU. From network side, coordination is also required between CU2 and CU1 to negotiate the transition periods between DU1 and DU2. 
As far as the network side is concerned, both cases (i.e., same and different PCI) will significantly impact the network as multiple UEs can inflict signal burst on RACH and RRC level, hence, requires some new mechanism to avoid the signaling burst. 
[bookmark: _Ref79090619][bookmark: _Toc79090750]For alt2, using the same PCI for cells belonging to different logical IAB-DUs might have less impact on UEs RRC connectivity state.
[bookmark: _Ref79090621][bookmark: _Toc79090751]For alt2, using different PCI for cells belonging to different logical IAB-DUs will cause large service interruption for UEs in RRC-connected mode since signalling from one cell will be active at a time that increases the chances of UE experiencing RLF. Coordination between target and source CU may be required to negotiate the transition periods between DU1 and DU2.
[bookmark: _Ref79090622][bookmark: _Toc79090752]For alt2, using same or different PCI for cells belonging to different logical IAB-DUs will significantly impact the network as multiple UEs can inflict signal burst on RACH and RRC level, hence, requires some mechanism to avoid the signaling burst.
[bookmark: _Toc79090764]RAN2 replies RAN3 indicating what observed in Observation 4, Observation 5, Observation 6, Observation 7, Observation 8.



Figure 2: UE handover between cells related to different logical IAB-DUs connected to separate CUs (R3-212981).

4 Conclusion
In the previous sections we made the following observations: 
Observation 1	The solution in Proposal 2 for downstream traffic avoids introducing new procedures at BAP layer to distinguish whether a packet is destined to the IAB boundary node or to another descendant IAB node. It also avoids impacting the IAB descendant nodes.
Observation 2	The solution in Proposal 3 for upstream traffic avoids impacting the IAB access nodes.
Observation 3	Alt1 does not require any specification work on the UE or network side.
Observation 4	For alt2, it is unclear how to emulate two cells on the same carrier while the NCGI has changed due to a new CU.
Observation 5	Alt2 is more complicated, requiring further discussion across different working groups (including SA2) for inspecting the specification requirements.
Observation 6	For alt2, using the same PCI for cells belonging to different logical IAB-DUs might have less impact on UEs RRC connectivity state.
Observation 7	For alt2, using different PCI for cells belonging to different logical IAB-DUs will cause large service interruption for UEs in RRC-connected mode since signalling from one cell will be active at a time that increases the chances of UE experiencing RLF. Coordination between target and source CU may be required to negotiate the transition periods between DU1 and DU2.
Observation 8	For alt2, using same or different PCI for cells belonging to different logical IAB-DUs will significantly impact the network as multiple UEs can inflict signal burst on RACH and RRC level, hence, requires some mechanism to avoid the signaling burst.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2/RAN3 aims at solutions that: - as a general rule, do not require inter-node coordination between source donor and target donor for BAP, PDCP, RLC, and MAC configurations and do not require to exchange the network topology and configuration; -  introduce minimum signalling overhead over the Xn, F1 and Uu; -  impact less number of nodes, require minimum number of RRC reconfigurations avoiding reconfiguring the boundary node’s child nodes.
Proposal 2	For downstream traffic, BAP header rewriting at the IAB boundary node is based on a translation table that maps pseudo-BAP addresses (assigned by the target CU) of the IAB destinations under the IAB boundary node, to the original BAP addresses (previously assigned by the source CU) of the IAB destinations under the IAB boundary node.
Proposal 3	For upstream traffic, BAP header rewriting at the IAB boundary node is based on a translation table that maps the BAP addresses of the IAB donor DU(s) operating under the source topology, to the BAP addresses of the IAB donor DU(s) operating under the target topology.
Proposal 4	Option 4, for inter-topology user plane and routing operation in the DL is based on the following steps:
a.	The boundary IAB MT receives all the DL traffic from the source CU routed via the target CU network having as BAP destinations the pseudo BAP addresses of the descendant destination IAB nodes as assigned by target CU.
b.	A BAP address translation table is used at the boundary IAB node to convert the “pseudo” BAP addresses allocated by the target CU to “original” BAP addresses allocated by the source CU for the various descendant destination IAB nodes.
c.	The IAB boundary DU updates the BAP header according the BAP address translation table and other relevant configuration valid in the source CU network, e.g. the PATH IDs
Proposal 5	Option 4, for inter-topology user plane and routing operation in the UL is based on the following steps:
a.	The boundary IAB DU receives the UL traffic from its descendant IAB nodes.
b.	For the UL traffic that has to be routed via the target network, a BAP address translation table is used at the boundary IAB node to convert the BAP addresses of the IAB donor DU(s) operating under the source topology, into the BAP addresses of the IAB donor DU(s) operating under the target topology.
c.	The IAB boundary MT updates the BAP header according to the BAP address translation table, UL routing rules, and other relevant configuration valid in the target CU network, e.g. the PATH IDs.
Proposal 6	RAN2 replies RAN3 indicating what observed in Observation 4, Observation 5, Observation 6, Observation 7, Observation 8.
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