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Introduction
During RAN2#114-e meeting, two liaisons were received from RAN3. One is on two implementation alternatives for two logical DUs in inter-donor migration. And the other one is on two solutions for delivering RRCReconfiguration message for descendant IAB node over source path to reduce service interruption reduction. In this contribution, we discuss the two liaisons and provide our considerations. 
Discussion
RAN3 LS on inter-donor migration

During RAN3#112-e meeting, the topic of inter-donor migration was discussed and the following agreements were achieved. 
	Agree on the following terminologies and definitions:

- Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU

- Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.

- Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated (both RRC and F1 connection) to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 

The following two implementation alternatives, which involve two logical IAB-DUs at the boundary IAB node, are to be further discussed in the scope of Full Migration:

- Alt1: the two logical DUs use separate physical cell resources

- Alt2: the two logical DUs use the same physical cell resources


And an LS was sent from RAN3 to RAN1/2/4 to consult on the two implementation alternatives of two logical IAB-DUs. 
	For Alt1, RAN3 understands that the UEs can be smoothly handed over from a cell of one logical DU to a cell of the other logical DU via the legacy handover procedure. During the handover procedure, both cells from each logical DU should be active, since some UEs are already handed over to the target cell, while other UEs have not started the handover yet. However, it may be argued that the use of separate resources is less efficient. 

For Alt2, the serving cell (e.g. cell1) of DU1 controlled by CU1 must broadcast NCGI related to CU1, while the serving cell (e.g. cell2) of DU2 controlled by CU2 must broadcast NCGI related to CU2. Since the air interface resources are shared between the 2 DUs/cells, only the signals from one cell (either cell1 using NCGI related to CU1, or cell2 using NCGI related to CU2) are active over the air interface at a time. It is therefore unclear about the impact to the UEs during the migration. For example, in case both cell1 and cell2 use same PCI, the UEs may observe the change of the NCGI during the migration. In case cell1 and cell2 use different PCI, it is further unclear how to perform the signal switch from cell1 using PCI/NCGI related to CU1 to cell2 using PCI/NCGI related to CU2, again, without major impact to the UEs that are handover from cell1 to cell2.

RAN3 would like to ask RAN1, RAN2, and RAN4 to provide feedback, e.g, any technical issue for the above Alt1 and Alt2?  
For Alt2, RAN3 also has some concrete questions w.r.t., PCI/NCGI, i.e., 

Q1: Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?

Q2: is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?

Q3: when cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?

If new impact to the UE is identified, please also indicate in details.  


In Alt1, the two logical DUs use separate physical cell resources and two set of IAB-DU cells of the two logical DUs could be active at the same time. In this situation, legacy HO procedure could be reused for the UE handover and no new impact to the UE is identified. 

In Alt2, the two logical DUs use the same physical cell resource and only one set of IAB-DU cells of the two logical DUs could be active at a time. For Q1 in the LS, assuming that same PCI while different NCGIs are used by the two  sets of  logical DU cells, IAB DU could send updated NCGI via SIB1 to UEs/IAB-MTs via existing system information modification procedure and RRC connected UE can remain connected. With regard to Q2 in the LS, if same PCI is used by the two sets of logical DU cells, legacy intra-cell HO procedure could be reused for the UE handover and no new impact to the UE is identified. Regarding Q3 in the LS, if different PCIs are used by the two logical DUs, from the UE’s perspective, the serving cells are switched off and another set of cells are switched on. Assuming that legacy HO procedure is used, If UE/IAB-MT receives HO cmd message before cell activation/deactivation, the handover procedure may fail since target cell cannot be detected in time. If cell activation/deactivation is performed before UE/MT receiving HO cmd message, RLF may be detected at UE/IAB-MT. In order to reduce service interruption, legacy CHO procedure could be reused for UEs/IAB-MTs. Specifically, CHO candidate cells could be pre-configured to UEs/IAB-MTs by source donor CU. And cell activation/deactivation of IAB-DU could be triggered by source donor CU after its all served UEs/MTs are configured with CHO configurations. And then after CHO execution condition is fulfilled, CHO procedure could be executed by UEs/IAB-MTs. 

Proposal 1: RAN2 confirms that no technical issue for Alt1 and Alt2 is identified in RAN2. 

Observation 1: For Q1 in the LS, RAN2 confirms that the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI. 

Observation 2: In Alt2,  if same PCI is used by the two logical DUs, legacy intra-cell HO procedure could be reused for the UE handover. If different PCIs are used by the two logical DUs, legacy CHO could be reused for the handover of UEs to reduce service interruption. 
Proposal 2: For Q2 in the LS, RAN2 confirms that it is possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE.
Proposal 3: For Q3 in the LS, RAN2 confirms that when cell1 and cell2 use different PCI/NCGI, it is possible to use one set of shared resource, without new impact to the UE. 
RAN3 LS on service interruption reduction
During RAN3#112-e meeting, the issue of how to deliver RRCreconfiguration message for descendant nodes in intra-donor migration was discussed and it was agreed that for intra-donor migration, the solution set to support transfer of RRCReconfiguration for descendent IAB node over source path is limited to solutions 1 and 2. And an LS [2] was sent from RAN3 to RAN2 to ask RAN2 to provide feedback on the two solutions as below. 

	RAN3 is currently evaluating the following two solutions for reduction of service interruption during INTRA-donor IAB-node migration. In both solutions, the transfer of RRCReconfiguration for TNL migration of a descendent IAB node occurs over the source path. The goal of these solutions is to initiate execution of RRCReconfiguration by the descendent nodes as soon as the target path has become available.   

Solution 1: 

The RRCReconfiguration message for TNL migration of a descendent node IAB-MT is withheld by this descendant node’s parent IAB-DU, and it is delivered only when a condition is satisfied. The indication of buffering and conditional delivery may be provided by the IAB-donor-CU to the parent IAB-DU via an F1AP message including the RRCReconfiguration message.  The condition is set so that a sequential delivery and execution of RRCReconfigurations is created downstream.

While exact details of Solution 1 are still FFS, an example procedure is provided in Figure 1. 
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Figure 1. Example procedure for Solution 1 (R3-211740)

Solution 2: 

The RRCReconfiguration message for TNL migration of the descendant-node IAB-MT is buffered by the descendent-node’s IAB-MT itself, and it is executed only when an indication is received from the parent IAB-DU. The indication of buffering and conditional execution may be included in the RRCReconfiguration. The condition for initiation and propagation of this indication is set so that it causes a sequential execution of RRCReconfigurations downstream.

While exact details of Solution 2 are still FFS, an example procedure is provided in Figure 2. 
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Figure 2. Example procedure for Solution 2 (R3-211740)

RAN3 would like to ask RAN2 to provide feedback on Solutions 1 and 2. 


According to the LS, in the above two solutions, RRCReconfiguration message for descendant node is delivered via the source path in order to reduce the service interruption during intra-donor migration. In solution 1, the RRCReconfiguration message for a descendent node IAB-MT is withheld and buffered at the descendant node’s parent IAB-DU, and it is delivered only when a condition is satisfied. According to TS 38.401, after receiving RRCReconfiguration message, child IAB-MT would send RRCReconfigurationComplete message after performing corresponding reconfiguration. And then, the child IAB-DU would establish new TNL association and initiate gNB-DU configuration update procedure to associate the new TNL association with the F1 connection. As we know, new default UL mapping which includes a default BAP Routing ID for UL F1-C/non-F1 traffic on the target path may be provided to the descendant nodes via RRCReconfiguration message if needed. After completion of RRC reconfiguration, the descendant node shall use the new BAP routing ID to initiate TNL establishment and F1-C redirection procedure. If the destination BAP address in the BAP header of BAP PDU is not included in the configured BH Routing Configuration and is not the BAP address of this node that receive this BAP PDU, the BAP PDU would be discarded by IAB node or IAB donor DU. As a result, if the parent IAB-node deliver the RRC Reconfiguration message to child IAB-MT before routing table for target path is reconfigured at the parent IAB node, the packets for TNL establishment sent from child IAB-DU would be discarded at the parent IAB node. Therefore it is suggested that the buffered RRCReconfiguration message is delivered to child IAB-MT after routing table for target path is updated at the IAB node. As we know, F1AP message is used for the configuration of the routing table. In this situation, RRCReconfiguration message can only be released from the parent IAB-DU to child IAB-MT after completion of TNL/F1 migration of the parent IAB-DU. That means TNL migration of descendant IAB nodes need to be performed in sequence, i.e. concurrent TNL migration of descendant IAB nodes cannot be enabled. In order to solve this issue, it could be considered that updated routing table configuration for target path is transferred to IAB node in advance to reduce the service interruption and the detail is FFS. 
Proposal 4: For solution 1 (The RRCReconfiguration message is withheld by parent IAB-DU), it is suggested that the buffered RRCReconfiguration message is delivered to child IAB-MT after routing table for target path is updated at IAB node. 

Observation 3: If RRCReconfiguration message can only be released from the parent IAB-DU to child IAB-MT after completion of TNL/F1 migration of the parent IAB-DU, TNL migration of descendant IAB nodes need to be performed in sequence, i.e. concurrent TNL migration of descendant IAB nodes cannot be enabled. 
Another issue regarding solution 1 discussed in RAN3 offline discussion is how to handle the buffered RRCReconfiguration message upon failure of  IAB-MT migration. In our view, the buffered RRCReconfiguration message shall not be released to child IAB-MT by the IAB-DU if the collocated IAB-MT migration fails. As we know, IAB donor CU could re-configure the reordering timer for SRB1 at the child IAB-MT, after the reordering timer expires, corresponding PDCP SDU(s) (i.e. all stored PDCP SDU(s) with associated COUNT value(s) < RX_REORD and all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from RX_REORD) could be delivered to upper layers. In other words, assuming that the IAB donor CU sends another subsequent RRC message to the child IAB-MT (e.g. after parent IAB-MT re-established at a different donor DU, another RRCreconfigure message needs to sent to the child IAB-MT), the subsequent RRC message could be able to be delivered to the child IAB-MT successfully. 
Proposal 5: For solution 1, the buffered RRCReconfiguration message shall not be delievered to child IAB-MT if parent IAB-MT migration fails. After the reordering timer expires at the child IAB-MT, PDCP SDU for subsequent RRCReconfiguration message could be able to be delivered to the child IAB-MT successfully. 

In solution 2, the RRCReconfiguration message for TNL migration of the descendant-node IAB-MT is buffered by the descendent-node’s IAB-MT itself, and it is executed only when an indication is received from the parent IAB-DU. In this solution, CHO principle could be reused. As agreed in RAN3#111e meeting, Rel-16 CHO is supported for INTRA-donor migration of IAB-MT. In our view, it is reasonable that CHO is supported for descendant node in intra-donor migration scenario to reduce service interruption. In this solution, BAP protocol needs to be enhanced, i.e. a new indication should be introduced to indicate child MT to execute the buffered RRCReconfiguration message. Similar to   solution 1, it is suggested that parent IAB-DU shall send the trigger indication to child IAB-MT after routing table for target path is reconfigured at the parent IAB-DU. And the same issue exists as in solution 1, if RRCReconfiguration message can only be execute after completion of TNL/F1 migration of the parent IAB-DU, TNL migration of descendant IAB nodes need to be performed in sequence, i.e. concurrent TNL migration of descendant IAB nodes cannot be enabled. In order to solve this issue, it could be considered that updated routing table configuration for target path is transferred to IAB node in advance to reduce the service interruption and the detail is FFS.
Proposal 6: In solution 2 (the RRCReconfiguration message is buffered by the descendent-node’s IAB-MT itself), BAP protocol needs to be enhanced, i.e. a new indication should be introduced to indicate child MT to execute the buffered RRCReconfiguration message and the detailed signaling design is FFS.

Proposal 7: It is suggested that parent IAB-DU shall send the trigger indication to child IAB-MT after routing table for target path is reconfigured at the parent IAB-DU.

Observation 4: If RRCReconfiguration message can only be execute after completion of TNL/F1 migration of the parent IAB-DU, TNL migration of descendant IAB nodes need to be performed in sequence, i.e. concurrent TNL migration of descendant IAB nodes cannot be enabled.
Proposal 8: It is suggested that updated routing table configuration for target path is transferred to IAB node in advance to reduce the service interruption in solution 1 and solution 2 and the detail is FFS.
Conclusion
In this contribution, we discussed the two liaisons from RAN3 and provided our considerations. The following observations and proposals have been provided:

Proposal 1: RAN2 confirms that no technical issue for Alt1 and Alt2 is identified in RAN2. 

Observation 1: For Q1 in the LS, RAN2 confirms that the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI. 

Observation 2: In Alt2,  if same PCI is used by the two logical DUs, legacy intra-cell HO procedure could be reused for the UE handover. If different PCIs are used by the two logical DUs, legacy CHO could be reused for the handover of UEs to reduce service interruption. 
Proposal 2: For Q2 in the LS, RAN2 confirms that it is possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE.
Proposal 3: For Q3 in the LS, RAN2 confirms that when cell1 and cell2 use different PCI/NCGI, it is possible to use one set of shared resource, without new impact to the UE. 
Proposal 4: For solution 1 (The RRCReconfiguration message is withheld by parent IAB-DU), it is suggested that the buffered RRCReconfiguration message is delivered to child IAB-MT after routing table for target path is updated at IAB node. 

Observation 3: If RRCReconfiguration message can only be released from the parent IAB-DU to child IAB-MT after completion of TNL/F1 migration of the parent IAB-DU, TNL migration of descendant IAB nodes need to be performed in sequence, i.e. concurrent TNL migration of descendant IAB nodes cannot be enabled. 
Proposal 5: For solution 1, the buffered RRCReconfiguration message shall not be delievered to child IAB-MT if parent IAB-MT migration fails. After the reordering timer expires at the child IAB-MT, PDCP SDU for subsequent RRCReconfiguration message could be able to be delivered to the child IAB-MT successfully. 

Proposal 6: In solution 2 (the RRCReconfiguration message is buffered by the descendent-node’s IAB-MT itself), BAP protocol needs to be enhanced, i.e. a new indication should be introduced to indicate child MT to execute the buffered RRCReconfiguration message and the detailed signaling design is FFS.

Proposal 7: It is suggested that parent IAB-DU shall send the trigger indication to child IAB-MT after routing table for target path is reconfigured at the parent IAB-DU.

Observation 4: If RRCReconfiguration message can only be execute after completion of TNL/F1 migration of the parent IAB-DU, TNL migration of descendant IAB nodes need to be performed in sequence, i.e. concurrent TNL migration of descendant IAB nodes cannot be enabled.
Proposal 8: It is suggested that updated routing table configuration for target path is transferred to IAB node in advance to reduce the service interruption in solution 1 and solution 2 and the detail is FFS.
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