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Introduction
During RAN2#113bis-e meeting, topology-wide fairness, multi-hop latency and congestion mitigation were briefly discussed. RAN2 has agreed that LCG range to be extended for IAB-MT. Size of LCG and enhancements to BSR are FFS. In addition, several proposals on the extension of  BAP header to include timing information, or adding the bearer-ID to the BAP header were raised. However no consensus has been reached. In this contribution, we will focus on the identified issues on fairness, multi-hop latency and congestion mitigation and discuss potential solutions with RAN2 impacts. 
Discussion
Fairness

According to the summary of fairness, latency and congestion[2], the following proposals were made to address the fairness issue. Based on these proposals, we analyze the validness of these solutions and present our considerations.
	Proposal 2: RAN do discuss adding the bearer-ID to the BAP header.

Proposal 4: Hop-by-hop assistance signaling is supported that includes radio conditions from descendent nodes. Details are FFS.

Proposal 6: The IAB-node is configurable with the number of bearers aggregated in the BH RLC channel.


Adding the bearer-Id to the BAP header

For BH RLC channel which aggregates multiple UE DRBs, the QoS configured for the BH RLC channel at the IAB-DU represents one statistic QoS of all UE DRBs aggregated into this BH RLC channel. For GBR type BH RLC channel, since IAB-DU could not identify the data packet belongs to which UE DRB and the corresponding GBR of each UE DRB, the resulted data rate for some UE DRBs may be higher while other UE DRBs may be lower than required. With regard to the BH RLC channel with non-GBR type traffic, this issue also exist. Some UE DRBs may have more traffic load and occupy more radio resource than other UE DRBs. To solve this problem, it is better for donor CU to send IAB node with the QoS profile of not only BH RLC channel but also the QoS profile of each UE DRB aggregated to this BH RLC channel. Moreover, the data packet can further include the UE DRB ID info. Based on the individual UE DRB’s QoS profile and packet’s DRB ID info, IAB node can realize same QoS experience of individual UE bearers within N:1 mapped BH RLC channel.  

During the RAN2#113bis-e meeting, it is argued how the scheduler can use the UE DRB ID in the BAP header to prioritize packets. In our opinion, the BAP entity of IAB node may collect the data load per UE DRB based on the UE DRB ID info in the BAP header. Then the BAP entity may prioritize the delivery of the data packet associated with lower load DRB to the BH RLC channel. In this way, data packet prioritization within one BH RLC channel could be achieved by the data packet delivery sequence of BAP entity. This solution affects neither the operation of RLC AM nor the LCP procedure of BH RLC channel. However, this requires the BAP entity support data buffer to hold the packets associated with higher load UE DRB. According to TS 38.340, data buffering on the transmitting part of the BAP entity, e.g., until RLC-AM entity has received an acknowledgement, is up to implementation. Suppose the BAP entity supports data buffering, we think it is feasible to realize the inter-UE DRB fairness aggregated within one BH RLC channel with the per UE DRB QoS profile and UE DRB ID in BAP header. 
Observation 1:  The BAP entity of IAB node may collect the data load per UE DRB based on the UE DRB ID in the BAP header and then prioritize the delivery of the data packet associated with lower load DRB to the BH RLC channel. 
Proposal 1: In order to support the inter-DRB fairness within one BH RLC channel, donor CU sends IAB node with the QoS profile of each UE DRB aggregated to the BH RLC channel. 

Proposal 2: It is suggested to include the UE DRB ID in the BAP header. 
The inclusion of radio conditions from descendant nodes in hop-by-hop assistance signalling

This solution is proposed to address the IF-1 issue in [2], i.e. the scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality. The proponents of this issue explain that the scheduler may prioritize resources for a BH RLC channel which has lower link quality on a downstream hop over one with higher link quality, even if the quality of the two channels on the immediate next hop is the same. However, we have doubts with the motivation. If more data packets are scheduled to be transmitted over the routing path with poor link quality on downstream hop to achieve fairness, the data packet may be buffered at the intermediate IAB node with poor downstream link quality, which worsen the congestion. Then the flow control feedback may be triggered from downstream IAB node which asks upstream IAB node to slow down the data packet transmission rate. In this case, the down link quality information fails to impact the scheduling decision of IAB node. Generally speaking, scheduler only needs to be aware of one hop link quality and make scheduling decision. For the multi-hop fairness coordination, it should be the responsibility of donor CU. For example, the donor CU may perform appropriate bearer mapping and routing path selection based on the overall route link quality to ensure that the required QoS of UE DRB is met across the topology.
The IAB-node is configurable with the number of bearers aggregated in the BH RLC channel
This solution is to address the issue of IF-4, i.e. IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer. Since IAB-DU only know the BH RLC channel level QoS and has no idea how many UE DRBs are aggregated to this BH RLC channel, IAB-DU may allocate the same amount of resources to UE DRB, 1:1 mapped BH RLC channels and N:1 mapped BH RLC channels with similar QoS. This is actually unfair to the BH RLC channels aggregated multiple UE DRBs. As we mentioned before, we think donor CU can send IAB-DU with the QoS profile of each UE DRB aggregated to this BH RLC channel. In this manner, IAB-DU has knowledge of how many UE DRBs are aggregated to this BH RLC channel and the associated QoS requirements. Then IAB-DU may allocate more radio resources for child IAB-MT which has BH RLC channel aggregated with multiple DRBs. 

Multi-hop latency
In this section, we focus on multi-hop latency in IAB network and potential solutions. According to the summary [2], the following proposals were made to address the multi-hop latency issue. Based on these proposals, we analyze the validness of these solutions and present our considerations.
	Proposal 1: BAP-header is extended with timing information such as a timestamp or remaining PDB. Details are FFS.
Proposal 5: The IAB-node is configurable with downstream and upstream number of hops per destination.

Proposal 10: RAN2 to specify the buffer size for P-BSR.


Extension of timing information in BAP header

According to TS 23.501, each QoS flow is associated with the 5QI value which defines the Packet Delay Budget (PDB). PDB defines the upper bound for the time that a packet may be delayed between the UE and the UPF. The PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). According to the latest TS 38.473, for the QoS information associated with BH RLC channels configured by IAB donor CU, the PDB defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. For the data traffic with similar QoS requirement but different number of hops, lower PDB value is expected to be configured for the corresponding BH RLC channels. IAB node may set higher logical channel priority level for BH RLC channels with lower PDB value, thus the scheduling of backhaul traffic from such BH RLC channel may be prioritized. 
Observation 2: In current specification, the PDB associated with BH RLC channel defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. It means that IAB node may assign high logical channel priority for BH RLC channel of lower PDB value and prioritize the backhaul traffic scheduling from this logical channel.

Some companies think that the inclusion of timing info can be used to adjust the scheduling of IAB node. For example, the scheduler may prioritize the data packet with lower remaining PDB. However, the scheduling prioritization of data packet is basically determined by the logical channel priority and the LCP procedure. Unless the data packet is remapped dynamically to high priority BH RLC channel, it is hard to prioritize the packet transmission with lower remaining PDB. To our understanding, the bearer mapping rule is configured by donor CU and one ingress BH RLC channel is usually associated with only one egress BH RLC channel. The BH RLC channel remapping is not supported in current specification.  
On the other hand, we think the timing information in BAP header can be used to support the packet discard mechanism at IAB node. Suppose IAB nodes are synchronized and maintain the same timing, the access IAB node may estimate the time duration used for UE’s one hop transmission of data packet toward this access IAB node and then calculate the  time that packet is transmitted by UE. Then access IAB node may add the timestamp in the BAP header of the data packet and transmit to the next hop IAB node. Upon receiving the data packet, next hop IAB node gets the timestamp info included in BAP header and calculate the elapsed time for the data packet transmission. Suppose the UE DRB ID is included in the BAP header and IAB node can get the PDB value associated with the UE DRB, next hop IAB node may calculate whether the elapsed time for the data packet  exceeds the PDB of the UE DRB or not. If yes, this packet should be discarded. Otherwise, the packet could be forwarded to the next hop node. 

On the other hand, if the remaining PDB is included in the data packet, each intermediate IAB node should know the one hop data packet transmission latency and update the remaining PDB info in the BAP header by minus the data packet transmission latency in previous hop. For example, when the access IAB node 1 receives the data packet from UE, it may calculate the remaining PDB based on the the time duration used for UE’s one hop data packet transmission toward this access IAB node and the PDB associated with the associated UE DRB. Then access IAB node include the remaining PDB to the BAP header and transmit the data packet to IAB node 2. Upon receiving the data packet, IAB node 2 may determine the time elapsed for the packet transmission between IAB node 1 and IAB node 2. If the time elapsed exceeds the remaining PDB, the packet should be discarded. Otherwise, the IAB node 2 can update the remaining PDB in the BAP header (i.e. minus the one hop packet transmission between IAB node 1 and IAB node 2) and further transmit the packet to next hop node. 
As we can see, the inclusion of time-stamp requires each intermediate IAB node know the PDB associated with UE DRB and the UE DRB ID of each data packet. On the other hand, the inclusion of remaining PDB requires each intermediate IAB node could estimate the one hop latency for each BH link and then update the remaining PDB at each intermediate IAB node. In addition, both option requires the access IAB node estimate one hop latency for access link. Suppose donor CU sends IAB node with the QoS profile of each UE DRB aggregated to the BH RLC channel and the the data packet includes the UE DRB ID info, it is suggested to include the time-stamp in the BAP header since this option can reflect the packet transmission timing more accurately.  
Observation 3: The scheduling of data packet is basically determined by the logical channel priority and the LCP procedure. Unless the data packet can be remapped to high priority BH RLC channel, it is hard to prioritize the on-the-fly packet transmission with lower remaining PDB. 
Proposal 3: The timing information in BAP header can be used to support the packet discard mechanism at IAB node.

Proposal 4: It is suggested to include the time-stamp in the BAP header.
Configuration of downstream and upstream number of hops per destination at IAB node
The motivation of configuring downstream and upstream number of hops per destination at IAB node is not clear. Firstly, we think it is not feasible to impact the IAB node’s scheduling with the number of hops per destination. As we mentioned before, the scheduling prioritization of data packet is basically determined by the logical channel priority and the LCP procedure. The data packet with different number of hops may be aggregated in a single BH RLC channel. Unless the data packet is remapped dynamically to high priority BH RLC channel, it is hard to prioritize the packet transmission with more downstream and upstream hops. On the other hand, even if the hop number is necessary, the hop number per BAP routing ID is more practical than per destination. Since we may have multiple BAP routing ID towards to the same destination with different number of hops. Nevertheless, we think this solution needs further clarification. 
Buffer size calculation for pre-emptive BSR

The buffer size calculation for pre-emptive BSR has been discussed in Rel-16. Child link and parent link may have different mappings between LCH and LCG. Upon receiving the BSR from child IAB MT, IAB MT can not figure out the ingress BH RLC channels which contribute to the buffer size of ingress LCG. Consequently, the IAB node can not further determine the egress BH RLC channels and corresponding egress LCG to report the pre-emptive BSR towards parent IAB DU. In addition, the ambiguity of pre-emptive BSR calculation has been discussed for the case of dual-connected IAB node. As noted in Rel-16 specification, if two ingress BH RLC channels belonging to the same ingress LCG are mapped to two different egress Cell Groups (corresponding to different parent nodes), there may be ambiguity in pre-emptive BSR calculations and interpretation by the receiving parent node(s) and the IAB node reporting pre-emptive BSR. So it is finally agreed that it is up to network implementation to work out the associated MAC entity which report the pre-emptive BSR, and the associated expected amount of data reported by any such entity. Until now, the above issues for buffer size calculation of pre-BSR still exist and it is hard to clearly specify it. We suggest to keep the original conclusions. 

Proposal 5: For the pre-emptive BSR’s buffer size calculation, it is suggested to leave it to implementation. 

Congestion mitigation

In this section, we analyze the focus issues of congestion mitigation in IAB network. According to the summary [2], the following proposals were made to address the congestion issue. Based on these proposals, we analyze the validness of these solutions and present our considerations. 

	Proposal 3: UL hop-by-hop flow control is supported. Details are FFS.

Proposal 8: The IAB-node to report load/congestion to the CU-CP. RAN2 to discuss enhancements beyond RAN3’s ongoing efforts. 


UL hop-by-hop flow control 

The UL HbH flow control has been discussed in Rel-16. It’s observed that congested IAB node DU may allocate the UL resources less than the amount of resource requested by child IAB MT. In this way, the IAB node DU could slow down the data rate of ingress bearer to match the data rate of egress bearer. So UL scheduling is considered baseline for UL hop-by-hop flow control. We think this mechanism is good enough to alleviate the short-term congestion. For the long term congestion, it could be alleviated by the congestion report from IAB node DU to donor CU. 

Proposal 6: It is not necessary to support UL hop-by-hop flow control. 
Load/congestion report to CU-CP  

It is important to keep donor CU informed of the local congestion conditions. When congestion is detected, IAB node may send the congestion report to donor CU. Donor CU could then update the routing path configuration for DL/UL traffic to alleviate the congestion. During RAN3#112 meeting, congestion mitigation was discussed and a lot of agreements have been reached. As we can see, there are only stage-3 details left. It is not necessary for RAN2 to discuss the congestion report again.
	The following two types of congestion indication are supported in CP-based congestion mitigation: 1) per child link; 2) per BH RLC CH ID. Which type of congestion indication to be reported could be up to implementation. FFS on per BAP routing ID. 

The trigger for sending the CP-based congestion indication is up to implementation.

The congestion level is not introduced for CP-based congestion indication report.

The handling with respect to simultaneous presence of IAB Congestion Indication IE and the gNB-DU Overload Information IE is up to implementation.

The “do nothing” option, i.e. use current DDDS as it is, is selected for IAB DL end-to-end UP-based flow control.


Conclusion
In this contribution, we analyzed the validness of agreed issues and discuss potential solutions. And we have the following observations and proposals:

Observation 1:  The BAP entity of IAB node may collect the data load per UE DRB based on the UE DRB ID in the BAP header and then prioritize the delivery of the data packet associated with lower load DRB to the BH RLC channel. 

Observation 2: In current specification, the PDB associated with BH RLC channel defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. It means that IAB node may assign high logical channel priority for BH RLC channel of lower PDB value and prioritize the backhaul traffic scheduling from this logical channel.

Observation 3: The scheduling of data packet is basically determined by the logical channel priority and the LCP procedure. Unless the data packet can be remapped to high priority BH RLC channel, it is hard to prioritize the on-the-fly packet transmission with lower remaining PDB. 
Proposal 1: In order to support the inter-DRB fairness within one BH RLC channel, donor CU sends IAB node with the QoS profile of each UE DRB aggregated to the BH RLC channel. 

Proposal 2: It is suggested to include the UE DRB ID in the BAP header. 
Proposal 3: The timing information in BAP header can be used to support the packet discard mechanism at IAB node.

Proposal 4: It is suggested to include the time-stamp in the BAP header.
Proposal 5: For the pre-emptive BSR’s buffer size calculation, it is suggested to leave it to implementation. 

Proposal 6: It is not necessary to support UL hop-by-hop flow control. 
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