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	Reason for change:
	According to the description in 5.21.2, if lbt-FailureRecoveryConfig is reconfigured by upper layers for a serving cell, all triggered consistent LBT failure(s) in this serving cell are canceled. The detail is as below.
1>	if lbt-FailureRecoveryConfig is reconfigured by upper layers for a Serving Cell:
2>	cancel all the triggered consistent LBT failure(s) in this Serving Cell.

In addition, LBT_COUNTER is set 0 when one of three conditions below is met. The third condition is that lbt-FailureDetectionTimer or lbt-FailureInstanceMaxCount is reconfigured, i.e. lbt-FailureRecoveryConfig is reconfigured due to lbt-FailureRecoveryConfig includes lbt-FailureDetectionTimer and lbt-FailureInstanceMaxCount. 

Since the lbt-FailureRecoveryConfig includes the lbt-FailureDetectionTimer and the lbt-FailureInstanceMaxCount, the first condition includes the third condition. Therefore, the third condition is redundant.
1>	if all triggered consistent LBT failures are cancelled in this Serving Cell; or
1>	if the lbt-FailureDetectionTimer expires; or
1>	if lbt-FailureDetectionTimer or lbt-FailureInstanceMaxCount is reconfigured by upper layers:
2>	set LBT_COUNTER to 0.


	
	

	Summary of change:
	The condition ”if lbt-FailureDetectionTimer or lbt-FailureInstanceMaxCount is reconfigured by upper layers” should be removed.

Impact analysis
Impacted functionality: 
 LBT_COUNTER
Inter-operability: 
· If the network is implemented according to the CR and the UE is not, there is no interoperability problems. 
· If the UE is implemented according to the CR and the network is not, there are no interoperability problems.


	
	

	Consequences if not approved:
	The redundant condition ”if lbt-FailureDetectionTimer or lbt-FailureInstanceMaxCount is reconfigured by upper layers” exists in the MAC spec.
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[bookmark: _Toc46490375][bookmark: _Toc37296246][bookmark: _Toc76574215][bookmark: _Toc52796532][bookmark: _Toc52752070]5.21.2	LBT failure detection and recovery procedure
[bookmark: _Hlk19608713]The MAC entity may be configured by RRC with a consistent LBT failure recovery procedure. Consistent LBT failure is detected per UL BWP by counting LBT failure indications, for all UL transmissions, from the lower layers to the MAC entity.
RRC configures the following parameters in the lbt-FailureRecoveryConfig:
-	lbt-FailureInstanceMaxCount for the consistent LBT failure detection;
-	lbt-FailureDetectionTimer for the consistent LBT failure detection;
The following UE variable is used for the consistent LBT failure detection procedure:
-	LBT_COUNTER (per Serving Cell): counter for LBT failure indication which is initially set to 0.
For each activated Serving Cell configured with lbt-FailureRecoveryConfig, the MAC entity shall:
1>	if LBT failure indication has been received from lower layers:
2>	start or restart the lbt-FailureDetectionTimer;
2>	increment LBT_COUNTER by 1;
2>	if LBT_COUNTER >= lbt-FailureInstanceMaxCount:
3>	trigger consistent LBT failure for the active UL BWP in this Serving Cell;
[bookmark: _Hlk26362676]3>	if this Serving Cell is the SpCell:
4>	if consistent LBT failure has been triggered in all UL BWPs configured with PRACH occasions on same carrier in this Serving Cell:
5>	indicate consistent LBT failure to upper layers.
4>	else:
[bookmark: _Hlk34157513]5>	stop any ongoing Random Access procedure in this Serving Cell;
5>	switch the active UL BWP to an UL BWP, on same carrier in this Serving Cell, configured with PRACH occasion and for which consistent LBT failure has not been triggered;
5>	initiate a Random Access Procedure (as specified in clause 5.1.1).
1>	if all triggered consistent LBT failures are cancelled in this Serving Cell; or
1>	if the lbt-FailureDetectionTimer expires; or
1>	if lbt-FailureDetectionTimer or lbt-FailureInstanceMaxCount is reconfigured by upper layers::
2>	set LBT_COUNTER to 0.
The MAC entity shall:
1>	if consistent LBT failure has been triggered, and not cancelled, in the SpCell; and
1>	if UL-SCH resources are available for a new transmission in the SpCell and these UL-SCH resources can accommodate the LBT failure MAC CE plus its subheader as a result of logical channel prioritization:
2>	instruct the Multiplexing and Assembly procedure to generate the LBT failure MAC CE.
1>	else if consistent LBT failure has been triggered, and not cancelled, in at least one SCell:
2>	if UL-SCH resources are available for a new transmission in a Serving Cell for which consistent LBT failure has not been triggered and these UL-SCH resources can accommodate the LBT failure MAC CE plus its subheader as a result of logical channel prioritization:
3>	instruct the Multiplexing and Assembly procedure to generate the LBT failure MAC CE.
2>	else:
3>	trigger a Scheduling Request for LBT failure MAC CE.
[bookmark: _Hlk27579438]1>	if a MAC PDU is transmitted and LBT failure indication is not received from lower layers and this PDU includes the LBT failure MAC CE:
2>	cancel all the triggered consistent LBT failure(s) in SCell(s) for which consistent LBT failure was indicated in the transmitted LBT failure MAC CE.
[bookmark: _Hlk34745434]1>	if consistent LBT failure is triggered and not cancelled in the SpCell; and
[bookmark: _Hlk34411978]1>	if the Random Access procedure is considered successfully completed (see clause 5.1) in the SpCell:
2>	cancel all the triggered consistent LBT failure(s) in the SpCell.
1>	if lbt-FailureRecoveryConfig is reconfigured by upper layers for a Serving Cell:
2>	cancel all the triggered consistent LBT failure(s) in this Serving Cell.



END OF CHANGE



3GPP
