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First Modified Subclause
16.1.X	URLLC in Unlicensed Controlled Environment
URLLC services can be supported in shared spectrum where LBT failure is assumed to be not frequent. To handle potential LBT failures on configured grants (CG), the CG retransmission timer can be optionally configured to enable autonomous retransmissions, and it may be configured simultaneously with enhanced intra-UE overlapping resource prioritization mechanisms.
Next Modified Subclause
16.8	Support for Time Sensitive Communications
Time Sensitive Communications (TSC), as defined in TS 23.501 [3], is a communication service that supports deterministic communication and/or isochronous communication with high reliability and availability. Examples of such services are the ones in the area of Industrial Internet of Things, e.g. related to cyber-physical control applications as described in TS 22.104 [39].
To support strict synchronization accuracy requirements of TSC applications, the gNB may signal 5G system time reference information to the UE using unicast or broadcast RRC signalling with a granularity of 10 ns. Uncertainty parameter may be included in reference time information to indicate its accuracy. The UE may indicate to the gNB a preference to be provisioned with reference time information using UE Assistance Information procedure. Propagation delay compensation (PDC) mechanisms may be applied to support time synchronization.
The gNB may also receive TSC Assistance Information (TSCAI), see TS 23.501 [3], from the Core Network, e.g. during QoS flow establishment, or from another gNB during handover. TSCAI contains additional information about the traffic flow such as burst arrival time, and burst periodicity, and survival time. TSCAI knowledge may be leveraged in the gNB's scheduler to more efficiently schedule periodic, deterministic traffic flows either via Configured Grants, Semi-Persistent Scheduling or with dynamic grants, and/or to improve the associated link reliability to meet the survival time requirement.
Editor’s Note: FFS more details of propagation delay compensation mechanisms
Editor’s Note: FFS RAN enhancement based on UE-based reactive solutions to address survival time, if any.

End of Changes


Annex (not part of the specification): 
A. RAN2 agreements relating to URLLC in Unlicensed
· RAN2 #112e:
Agreements:
From RAN2 perspective
1 	It is assumed that LBT failures only happen infrequently in UCE (unlicensed controlled environment).  A formal definition of UCE and its relationship to semi-static or dynamic access mode is not necessary in RAN2 specifications.
2	cg-RetransmissionTimer can be configured optionally for shared spectrum
3	When cg-RetransmissionTimer is configured, Rel-16 NR-U mechanism is used for HARQ process ID and RV selection.
4	When cg-RetransmissionTimer is not configured, Rel-16 URLLC mechanism may be used for HARQ process ID and RV selection.
5	As a baseline, HARQ processes sharing between multiple CGs are allowed when cg-RetransmissionTimer is configured as in Rel-16 NR-U.
6	HARQ processes sharing between multiple CGs are not allowed when cg-RetransmissionTimer is not configured.
7	FFS if LCH based prioritization can be configured with cg-RetransmissionTimer
8	The assumption for Rel-16 is that the network will not configure autonomousTx and cg-RetransmissionTimer simultaneously per cell.  No optimizations will be pursued to allow the two features be configured together in Rel-16.  No CR is needed for this for now.
9	If a configured grant is deprioritized and/or gNB didn’t get it (e.g. LBT failure and/or tx failure) then we should be able to autonomously re-transmit it.  FFS how to achieve it (using existing mechanisms should be considered as baseline)

· RAN2 #113e:
Agreements:
1. LCH based prioritization and cg-RetransmissionTimer can be configured together in Rel-17 (consensus)
2. Option 1: AutoTx and CGRT are responsible for deprioritized MAC PDU and LBT-failed MAC PDU, respectively.  If CGRT is not configured, LBT-failed MAC PDU is not retransmitted. If AutoTx is not configured, deprioritized MAC PDU is not retransmitted.
3. the MAC entity stops cg-RetransmissionTimer when the CG resource associated with the timer is deprioritized due to LCH-based prioritization.
4. FFS With cg-RetransmissionTimer and LCH-based prioritization configured, the MAC entity can prioritize between initial transmissions and retransmissions on a CG based on priority of multiplexed LCH(s) -or to be multiplexed
5. LBT failure is not considered when determining a grant priority for intra-UE prioritization (17/22)
6. Configuring a subset of HARQ processes as “restricted processes” for transmission of data from higher priority LCHs is not supported (18/22)
7. Enhancements for handling conflicting DG-CG transmissions of the same HARQ process are not supported (18/22)

· RAN2 #114e:
Agreements:
1. When both of lch-based Prioritization and cg-RetransmissionTimer are configured, HARQ processes sharing between multiple CG configurations are allowed.  No specification change is required.
2. RAN2 confirm that neither autonomous transmission nor autonomous retransmission is triggered if UL grant is prioritized and LBT fails while AutonomousTx is configured and cg-RetransmissionTimer is not configured. No specification change is required.
3. RAN2 confirm that autonomous retransmission is triggered if UL grant is prioritized and LBT fails while AutonomousTx is not configured and cg-RetransmissionTimer is configured. No specification change is required
4. RAN2 confirm that autonomous retransmission is triggered if UL grant is prioritized and LBT fails while AutonomousTx and cg-RetransmissionTimer are configured. No specification change is required.
5. RAN2 confirm that autonomous transmission is triggered if UL grant is deprioritized while AutonomousTx is configured and cg-RetransmissionTimer is not configured. No specification change is required.
6. RAN2 confirm that autonomous transmission is triggered if the transmission of the obtained MAC PDU has not been completely performed and if UL grant is deprioritized while AutonomousTx and cg-RetransmissionTimer are configured. No specification change is required.
7. The HARQ process is kept as pending even if a CG is de-prioritized while the HARQ state of the associated HARQ process is pending (i.e. MAC PDU hasn’t been transmitted). No specification change is required
8.	When cg-RetransmissionTimer and lch-basedPrioritization are configured, for overlapping CGs, the MAC entity prioritizes the initial transmission of higher priority data over autonomous retransmission of lower priority data.  FFS how to implement this in Rel-17 after some of the Rel-16 discussion takes place 
B. RAN2 agreements relating to Time Synchronization
· RAN2 #112e:
Agreements
1: RAN2 should consider the following three scenarios, with a focus on Scenario 2 and 3:
•	Scenario 1: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the CN. The 5GS introduced error is caused by the relative time-stamping inaccuracy at the NW-TT and the DS-TTs.
•	Scenario 2: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the UE. The 5GS introduced error is caused by the relative time-stamping inaccuracies at the involved DS-TTs.
•	Scenario 3: In the smart grid use case, where the TSC devices behind a target UE are synchronized to the 5G GM TD. The 5GS introduced error is caused by the synchronization of the 5G clock to the DS-TT. 
2	RAN2 should evaluate the synchronicity budget by dividing the 5GS E2E path into three parts: Network, Device, and Uu interface. Where the Uu interface is understood as the maximum 5GS time synchronization error between the UE and the gNB-DU (i.e. DU-CU interface error is not included)
3 RAN2 assumes the two Uu interfaces in Scenario 2 have the same time synchronization error budget.
4 The Uu interface budget for Scenario 1, 2 and 3 are respectively calculated as following:
•	Scenario 1: Uu budget = 900ns – Device – Network scenario1
•	Scenario 2: Uu budget = (900ns – 2xDevice – 2xNetwork scenario2)/2 (assumption is based on GPTP)
•	Scenario 3: Uu budget = 1000ns – Device – Networkscenario3 (baseline assumption that this is based on GNSS)
5  The Device part time synchronization accuracy budget is assumed to be in the range ±50 to ±100ns, this applies to all three scenarios
6  The error caused by the limited granularity of referenceTimeInfo-r16 IE (±5ns) is to be included in the network part budget, and RAN1 should be informed not to include this error in Uu interface.
7  The Network part time synchronization accuracy budget for Scenario 1, 2, and 3 are assumed to be the following:
•	Scenario 1: ±120 to ±200ns (NetworkScenario1) (assuming 3-5 hops worst case scenario
•	Scenario 2: ±240 to ±400ns (2xNetworkScenario2) (assuming 6-10hops worst case scenario)
•	Scenario 3: ±100ns (NetworkScenario3)
8	Based on Proposal 4, 5, 6 and 7, the per Uu interface time synchronization accuracy for Scenario 1, 2 and 3 are as following:
•	Scenario 1: ±595ns to ±725ns
•	Scenario 2: ±145ns to ±275ns
•	Scenario 3: ±795ns to ±845ns
9	LS to RAN1 providing the scenarios and values.  Indicate to RAN1 that they should aim to meet the most stringest requirements, but a number within the range is also acceptable
 10	It is up to RAN1 to decide which PDC options should be supported for Scenario 1, 2 and 3 in Release-17.   

· RAN2 #113e:
Assumptions:
-	There is no UE clock drift issue to be addressed
-	The source and target gNB are tightly synchronized to the same master clock within the budget and there is no need to optimize anything for HO.  
Agreements
-	gPTP message interruption during mobility is not considered in the Rel-17 IIoT WI (i.e. no further specification impact are considered)
-	RAN2 to confirm which PDC option to choose is up-to RAN1 to decide


C. RAN2 agreements relating to RAN Enhancement for New QoS
· RAN2 #112e:
Agreements 
=>	Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.  FFS how this will be achieved and what message loss means in RAN2

· RAN2 #113e:
Agreements
-	Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 
-	RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
-	Support for survival time in UCE is up to network configuration. 
-	Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  
-	Communication service reliability (CSR) is not needed on top of survival time
-	Only periodic traffic is considered for survival time work in Rel-17
-	RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress

· RAN2 #114e:

Agreement:
1. RAN2 does not consider the Burst Spread parameter in RAN
2. The Burst End Time parameter in RAN is out of scope for Rel-17 IIoT WI.
3. No specific enhancements in support of Survival Time in UCE will be studied in R17, but we should aim for solutions for Survival time that also work in UCE 
4. When Survival Time information is provided in TSC AI, RAN action (gNB and/or UE) can utilize it to improve the associated link reliability so that the survival time requirement is met
5. Study fast mechanisms for survival time handling and the need

Agreements:
1	RAN2 takes the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)
2	Survival Time triggered proactively based on Sequence Number is deprioritized
3	UE-based reactive solution based on RLC-NACK is not pursued
4	RAN2 will work/study UE-based reactive solutions to address survival time on top of gNB implementation.   RAN2 assumes that gNB implementation solutions on their own are not sufficient.  


