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1. Introduction
The revised work item on Enhancements to Integrated Access and Backhaul for NR (eIAB) was approved in RAN#92e [1]. Some of the key objectives are listed as follows; 
	Topology adaptation enhancements [RAN3-led, RAN2]:

· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   

· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.

· Specification of enhancements to topological redundancy, including support of CP/UP separation.

Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 


Regarding the Topology, routing and transport enhancements, RAN2#113-e identified the issues to be discussed in Rel-17, i.e., ones marked with “IF” for fairness, “IL” for latency or “IC” for congestion [2]. 
In RAN2#113bis-e, the possible solutions were discussed [3] and only one agreement was reached [4]: 
	· LCG range to be extended for IAB-MT. Size of LCG and enhancements to BSR are FFS


In this contribution, the possible solutions for these issues are discussed, focusing on IF-4, IL-2, IL-3, IL-5, IL-6, IC-1 and IC-7. 
2. Discussion 
2.1. Topology-wide fairness  
2.1.1. IF-4 
IF-4 was identified as follows [2]: 

	IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)


The email discussion [Post112-e][065] already listed the related solutions in Annex of [5]. According to the list, the possible solutions for IF-4 are as follows: 
	F1: IAB nodes are configured with additional information by the CU

F1-1: Related to the number of bearers in a specific BH RLC channel (e.g. actual number, average number) 

F1-2: Related to QoS of bearers in a specific BH RLC channel

F2: Additional information is added in the BAP header

F2-1: Bearer ID

F2-2: Bearer ID and hop count of the specific path

F2-3: Number of UE DRBs in a specific BAP packet


Regarding the F1 solutions, these are just configured once e.g., together with the routing configuration is provided. So, these are simple solutions that require less overhead which can enable better “per-RLC-channel” scheduling. However, these solutions cannot be used for “per-packet” prioritization in DL scheduling. 
Regarding the F2 solutions, these are added in each BAP header, so that “per-packet” scheduling can be performed. However, it’s obvious these solutions need more overhead in each BAP PDU compared to F1 solutions. 
In terms of fairness improvement, the “per-packet” scheduling would be better than the “per-RLC-channel” scheduling, from the technical point of view. These scheduling can be done in the gNB’s (or IAB-DU) DL schedulers. On the other hand, for UL, the LCP will basically offer the “per-RLC-channel” scheduling [6]. In this sense, it may not be necessary to have “per-packet” scheduling only for DL, considering more overhead in all BAP PDUs for DL and UL. So, the simple solution, i.e., F1 solutions, would be preferable for topology-wide fairness improvement in Rel-17. 
Proposal 1 RAN2 should agree that the IAB-donor configures the IAB-nodes with the number of bearers and QoS of these bearers mapped to each BH RLC channel, i.e., take F1-1 and F1-2 to solve IF-4. 
2.2. Multi-hop latency 
2.2.1. IL-2 
IL-2 was identified as follows [2]: 

	IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs


According to Annex in [5], the possible solution for IL-2 is as follows: 

	L4: New behaviour or feature is specified for the IAB nodes

L4-3: The number of LCGs for IAB-MT is increased


In RAN2#113bis-e, RAN2 agreed that “LCG range to be extended for IAB-MT. Size of LCG and enhancements to BSR are FFS” [4]. The current 
According to the specification [15], current LCG space is 8 (i.e., maxLCG-ID is 7) which is common for UE and IAB-MT. For UEs, the current LCH ID space is 32 (i.e., maxLC-ID). For IAB-MT, the maximum number of BH LCH ID (i.e., maxLC-ID-Iab-r16) is 65,855, while BH LCH ID space (i.e., BH-RLC-ChannelID-r16) is prepared with 65,536 (16bits). If the same ratio for UE is applied (i.e., LCG:LCH = 1:4), IAB-MT may need 16,384 LCGs (14bits), which is certainly feasible but may be quite large to be added in BSR MAC CE. Some companies suggested to extend LCG space to at least 16 (4bits) [21], or 256 (8bits) [19]

 REF _Ref57990473 \w \h 
[13]. So, RAN2 should discuss the suitable extension for the LCG space. 
Proposal 2 RAN2 should discuss which maximum number is most reasonable for extended LCG space, 16 (4bits), 256 (8bits), 16,384 (14bits) or even 65,536 (16bits). 
2.2.2. IL-3 

IL-3 was identified as follows [2]: 

	IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16


According to Annex in [5], the possible solution for IL-3 is as follows: 

	L4: New behaviour or feature is specified for the IAB nodes

L4-1: Buffer size calculations for pre-emptive BSR are specified


For the legacy BSR, the buffer size calculation is clearly specified [6], which is based on the data available in MAC, RLC and PDCP. For RLC and PDCP, the data volume calculation procedures are specified in each specification [7]

 REF _Ref57985155 \w \h 
[8]. In Rel-16, these mechanisms are reused for the data volume calculation of pre-emptive BSR in the IAB-MT. 
However, there is the BAP layer instead of PDCP in the IAB-node, and there is no data volume calculation in BAP specification [9]. So, there is missing data available for transmission in the current specification. For more proper scheduling for topology-wide fairness, the buffer size reported in the legacy BSR should be more precise. 
Observation 1 There is no procedure for data available for transmission in BAP, which causes inaccurate legacy BSR and pre-emptive BSR. 
In Rel-16, the buffer size calculation for the pre-emptive BSR is widely up to IAB-DU implementation, while the specification roughly provides the guideline that “the Buffer Size field identifies the total amount of the data expected to arrive at the IAB-MT of the node where the Pre-emptive BSR is triggered and does not include the volume of data currently available in the IAB-MT” [6]. As pointed out in [10]

 REF _Ref57985897 \w \h 
[11], it’s possible for some IAB-nodes to report in the pre-emptive BSR a larger buffer size than what will actually arrive. It may be difficult to have the same principle between the child node and the parent node, e.g., in multi-vendor deployments, which causes inefficiency in radio resource allocations and scheduling latency at the parent, and the unfairness of resource requests among the IAB-MTs. It may become more ambiguous when the IAB-node is configured with dual connectivity as noted in [6]. So, the buffer size calculation for pre-emptive BSR should be specified more precisely.  One issue is that no buffer size calculation was specified for IAB-DU, i.e., the data buffered in IAB-DU’s receiver side; MAC and RLC. 
Observation 2 There is no procedure for data buffered in IAB-DU’s MAC and RLC receivers, whereby it was up to IAB-DU implementation how much data volume is reported in the pre-emptive BSR in Rel-16. 
Proposal 3 RAN2 should agree to specify buffer size calculations for the pre-emptive BSR (and possibly for the legacy BSR), i.e., take L4-1 to solve IL-3. 

Another issue is that it’s unclear from the parent’s perspective when the pre-emptive BSR is triggered. The MAC specification states the two conditions as follows [6], which meant the triggering condition was up to IAB-MT implementation in Rel-16. It causes improper UL grant since the parent cannot predict exactly when the data is actually ready to transmit. 
	If configured, Pre-emptive BSR may be triggered for the specific case of an IAB-MT if any of the following events occur:

-
UL grant is provided to child IAB node or UE;
-
BSR is received from child IAB node or UE.


One simple solution could be considered that the IAB-node is configured with whether the pre-emptive BSR should be triggered by UL grant transmission or BSR reception. It’s straight forward to be configured by the IAB-donor, but the pre-emptive BSR is actually used in the parent’s IAB-DU, i.e., scheduler. So, at this point it’s FFS whether the triggering condition is configured by the IAB-donor or instructed by the parent IAB-node. 
Proposal 4 RAN2 should agree that the IAB-node is configured which trigger is used for the pre-emptive BSR. It’s FFS whether it’s done by the IAB-donor or its parent IAB-node. 
2.2.3. IL-5 and IL-6
IL-5 was identified as follows [2]: 

	IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free


According to Annex in [5], the possible solution for IL-5 is as follows: 

	L3: Additional signaling is introduced from IAB nodes to the CU

L3-1: Buffer/link status of IAB-nodes is shared with the CU

L3-2: Latency measurements for individual hops per BH RLC channel are shared with the CU

L4: New behaviour or feature is specified for the IAB nodes

L4-2: Local re-routing is allowed for purposes other than RLF (e.g. based on delay on outgoing link)

F4: Additional signaling is introduced from IAB nodes to the CU

F4-1: Related to load information per BH RLC channel

F4-2: Related to per-hop latency and per-hop packet loss on individual links


IL-6 was identified as follows [2]: 

	IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel


According to Annex in [5], the possible solution for IL-6 is as follows: 

	L3: Additional signaling is introduced from IAB nodes to the CU

L3-2: Latency measurements for individual hops per BH RLC channel are shared with the CU
F4: Additional signaling is introduced from IAB nodes to the CU

F4-2: Related to per-hop latency and per-hop packet loss on individual links

L4: New behaviour or feature is specified for the IAB nodes

L4-2: Local re-routing is allowed for purposes other than RLF (e.g. based on delay on outgoing link)


The possible solutions for IL-5 and IL-6 could have commonality in terms of additional signalling from the IAB-nodes to the IAB-donor, i.e., L3 and L4, which may be seen as a type of MDT [12] and/or SON procedure as pointed out in [13], in order to enable the centralized optimization. 
Regarding L3-1, it may be considered that the current specification allows the IAB-node to share some degree of buffer/link status with the IAB-donor, e.g., by RESOURCE STATUS UPDATE in F1-AP [14] and/or the measurement reporting framework in RRC [15]. So, it’s unclear what additional information needs to be reported to the CU. 
Regarding L3-2 and F4-2, these solutions could be commonly used for both IL-5 and IL-6 and can be seen as the same in terms of latency measurement. The existing L2 measurement specifies the “UL PDCP Packet Average Delay per DRB per UE” [16], but it’s obvious the PDCP Packet Average Delay cannot be applicable to the IAB-node. So, it’s expected that a new L2 measurement will be need for the BAP layer. 
Proposal 5 RAN2 should agree that the IAB-node reports the per-hop latency measurement result to the IAB-donor, i.e., take L3-2 to solve IL-5 and IL-6. 
Regarding L4-2, RAN2 already agreed that “Type-2 RLF indication may be used to trigger local rerouting” and “Local rerouting can be triggered by indication of hop-by-hop flow control” [2]. So, there’s no need to further discuss this issue under this agenda item, i.e., the details of local rerouting can be discussed under the other agenda item for topology adaptation enhancements. 

Observation 3 Local rerouting for other purposes, i.e., L4-2, is discussed under topology adaptation enhancements. 
2.3. Congestion mitigation
2.3.1. IC-1 and IC-7 

IC-1 and IC-7 were identified with remarks as follows [2]: 

	· R2 has concluded that there is sufficient interest among companies to address the following two issues:

IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 

IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion.

· Both IC-1 and CI-7 are related to RAN3. RAN3 seems to also work on this, so to what extent R2 shall work on this is currently not clear. 


RAN3 is discussing the congestion indication and agreed the followings [17]: 
	The CP-based congestion indication may contain reporting:

- per BAP routing ID and/or

- per child link and/or

- BH RLC CH ID

(downselection is FFS).

The CP-based congestion indication reuses the F1AP GNB-DU Status Indication procedure.

The CP-based congestion indication pertains to DL congestion.

Consider the following two options for the UP-based approach to IAB congestion mitigation:

- No enhancements;

- Packet marking-based approach.


It may be assumed that when the IAB-donor receives the congestion indication from the IAB-node, the IAB-donor may avoid the path that experiences congestion as implied in RAN2 agreements above [2]. There are a couple of ways this issue can be addressed, i.e., the IAB-donor either updates the routing configuration [14] or instructs the local rerouting [18]. In the latter case, it’s possible that RAN2 may be involved on how to use the congestion indication. In any case, RAN2 should wait for RAN3’s progress before deciding. 
Observation 4 RAN2 may be involved how the IAB-donor takes actions due to the congestion indication after RAN3 figures out the details. 
3. Conclusion 
In this contribution, the possible solutions for identified issues in topology-wide fairness, multi-hop latency and congestion mitigation are discussed.  RAN2 is kindly asked to take into account the observations and proposals below: 
Proposal 1
RAN2 should agree that the IAB-donor configures the IAB-nodes with the number of bearers and QoS of these bearers mapped to each BH RLC channel, i.e., take F1-1 and F1-2 to solve IF-4.
Proposal 2
RAN2 should discuss which maximum number is most reasonable for extended LCG space, 16 (4bits), 256 (8bits), 16,384 (14bits) or even 65,536 (16bits).
Observation 1
There is no procedure for data available for transmission in BAP, which causes inaccurate legacy BSR and pre-emptive BSR.
Observation 2
There is no procedure for data buffered in IAB-DU’s MAC and RLC receivers, whereby it was up to IAB-DU implementation how much data volume is reported in the pre-emptive BSR in Rel-16.
Proposal 3
RAN2 should agree to specify buffer size calculations for the pre-emptive BSR (and possibly for the legacy BSR), i.e., take L4-1 to solve IL-3.
Proposal 4
RAN2 should agree that the IAB-node is configured which trigger is used for the pre-emptive BSR. It’s FFS whether it’s done by the IAB-donor or its parent IAB-node.
Proposal 5
RAN2 should agree that the IAB-node reports the per-hop latency measurement result to the IAB-donor, i.e., take L3-2 to solve IL-5 and IL-6.
Observation 3
Local rerouting for other purposes, i.e., L4-2, is discussed under topology adaptation enhancements.
Observation 4
RAN2 may be involved how the IAB-donor takes actions due to the congestion indication after RAN3 figures out the details.
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