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1. Introduction

It has been agreed in RAN#88-e meeting [1] that RAN2 should investigate whether there are RAN enhancements necessary in order to support new QoS related parameters such as e.g. survival time, burst spread.
5. RAN enhancements based on new QoS related parameters if any, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3] 

Following the email discussion [POST113bis-e][506][R17 IIoT] Enhancements based on QoS (CATT), captured in R2-2104897, the following agreements were made at RAN2#114-e (May 2021):

Agreement:

1. RAN2 does not consider the Burst Spread parameter in RAN

2. The Burst End Time parameter in RAN is out of scope for Rel-17 IIoT WI.

3. No specific enhancements in support of Survival Time in UCE will be studied in R17, but we should aim for solutions for Survival time that also work in UCE 

4. When Survival Time information is provided in TSC AI, RAN action (gNB and/or UE) can utilize it to improve the associated link reliability so that the survival time requirement is met

5. Study fast mechanisms for survival time handling and the need

Following a subsequent offline discussion (captured in R2-2106558) during RAN2#114-e, the following additional agreements were made:

Agreements:

1
RAN2 takes the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)

2
Survival Time triggered proactively based on Sequence Number is deprioritized

3
UE-based reactive solution based on RLC-NACK is not pursued

4
RAN2 will work/study UE-based reactive solutions to address survival time on top of gNB implementation.   RAN2 assumes that gNB implementation solutions on their own are not sufficient.  

In this contribution, we would like to provide our views on the support of survival time in Rel-17.
2. Discussion
Uplink Enhancements to Support Survival time

The survival time is a new QoS parameter introduced by IIoT applications which is related to the application availability. It can be considered as the time period “Deadline for message reception” after a message failure occurred before the application is declared as “unavailable”, i.e. transiting to the “down state”. Since exceeding the survival time has quite severe consequences, it should be the goal to ensure that transmissions of delay sensitive applications, e.g. TSN traffic flows, are correctly received within the end-to-end latency budget in order to avoid the unavailable time, i.e. down state. Therefore, the Radio Access network (RAN) needs to quickly react by increasing the reliability of the wireless link for the concerned traffic flow(s) in particular when operated in a shared or unlicensed spectrum where LBT failures may occur for uplink transmissions. 

One way to increase the reliability of transmissions over the wireless link in order to avoid that the application transitioning to the “down state” is the support of PDCP duplication. PDCP duplication is a key feature adopted by Rel-15 to facilitate URLLC application. According to the current specified mechanism, duplication is activated/deactivated by means of MAC CE signaling from the gNB. However, the activation/deactivation of PDCP duplication by MAC CE signaling from NW might not be fast enough for the applications targeted within this Work Item. The most stringent Survival Time requirement is expressed by SA1 in the top row (most stringent TSN flow) of Table 5.2-1 from [3]. Below some excerpt of Table 5.2-1 from TS22.104 is shown here for reference:
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As expressed already in previous contributions and during various related RAN2email discussions and also analyzed in detail in [2], we think that only a PDCCH based mechanism for recovering a transmission failure can meet the most stringent SA1 requirements. RRC or MAC-CE based solution are not fast enough. During previous discussions there was wide support of companies to allow UE autonomous PDCP duplication in survival state to avoid the survival time expiry. 
To quickly recap how we anticipate a UE autonomous PDCP duplication mechanism, we explain briefly the mechanism in the following. UE should enable autonomously PDCP packet duplication when the transmission of a TB was NACKed by the receiver, i.e. upon the reception of a retransmission UL grant. Suppose an application message (conveyed by one PDCP SDU by agreement from last meeting) is mapped into MAC PDU x. when the initial transmission of PDU x failed, the UE infers this failure from the DCI scheduling an UL retransmission. Based on the indication of a transmission failure, e.g. NACK, UE enters the survival state and enhances the transmission reliability for subsequent data transmissions by autonomously activating PDCP duplication. It is expected that SPS and Configured Grants (CG) will play a key role in serving the various co-existing traffic types expected in TSN networks. As a result, it is assumed that TSN streams carrying delay-sensitive data, e.g. URLLC traffic, requiring the support of a survival time are mapped onto an UL DRB which is configured with duplication across 2 or more RLC legs. The associated LCHs are e.g. mapped onto configured grants (e.g. via LCP restriction parameter) dimensioned such that the resources are well aligned with the data arrival time and also well dimensioned to carry a complete TSN message/PDCP SDU, so that RLC does not need to segment it.
Upon reception of a retransmission DCI for a MAC PDU, UE autonomously activates PDCP duplication for further subsequent PDCP PDUs. Since gNB knows when a TB transmission failure occurred, gNB is fully aware of when UE applies PDCP duplication. For cases when a MAC PDU is correctly decoded by the gNB - PDCP duplication is not activated by the UE – gNB may reassign the CG resources which were preconfigured for the duplicate transmissions to other UEs. We also assume that gNB preconfigures the RLC entitie(s) which UE should activate upon reception of a NACK/retransmission grant. 
We think that PDCP duplication seems to be the most appropriate mechanism to ensure that survival time requirement can be fulfilled since also scenarios where UE is experiencing a deep link quality decrease due to e.g. beam blockage (which is why duplication was designed for NR in first place) can be resolved, whereas mechanisms relying on adapting L1/L2 transmission parameters like adapting MCS don’t seem sufficient for such a scenario. We think that in a shared or unlicensed spectrum the need for a UE-based mechanism for selective duplication is even more pronounced due to occurrences of LBT failures. 
It should be noted that a UE autonomous PDCP duplication solution based on HARQ NACK reception relies on gNB providing always a NACK upon reception failure and one could argue that for the most stringent cases, it is not useful or even possible to schedule a retransmission since the PDB would not accommodate any HARQ retransmission(s), i.e. only single shot transmissions possible. We think that UE may not transmit for all cases a retransmission upon reception of a DCI indicating a retransmission (NACK). For example, when PDB would not allow for a retransmission, UE may skip the retransmission when receiving a NACK/retransmission grant and just enable PDCP duplication. 
During “[POST113bis-e][506][R17 IIoT] Enhancements based on QoS” email discussion companies were invited to provide feedback on the proposal to leave the handling of survival time completely to gNB implementation.  
As stated by the email discussion rapporteur this proposal essentially relies on the observation that, even for the most stringent TSN flows (ST = 0.5ms), for UL traffic, the reception status is known at the gNB first and so there is no faster and more reliable way to indicate to the UL transmission reception status to the UE than gNB simply dynamically scheduling the UE. Upon observing this a gNB can schedule the subsequent packet with higher reliability to help ensure the survival time is not violated, such as, sending a (re)-activation command for UL CG or a dynamic uplink grant with a more robust MCS, or even activating PDCP duplication.
The proponent of a gNB implementation based solution further provided one network implementation solution to activate PDCP duplication for survival time by sending a DCI command. In the proposal a CG activation/deactivation command, i.e. DCI, would implicitly also activate PDCP duplication. 
Even though the HARQ-NACK based scheme and the proposal to couple CG activation with PDCP duplication are quite similar, we see some drawback with such alternative solution (CG activation/deactivation) compared to the HARQ-NACK based PDCP duplication method. Firstly, the CG activation/deactivation based method would lead to an increased DCI overhead, since network would need to explicitly activate and potentially deactivate the CG configuration for the duplicate transmissions by DCI signalling. The decision on activation/deactivation the CG would need to be made in PHY.. From resource usage point of view both solutions would be similar, i.e, gNB may reassign the unused CG resources to other UEs for cases when PDCP duplication is not needed. 

Given the above, we think that a NACK-based PDCP duplication solution has benefits over a gNB implementation-based mechanism. A UE-based solution offers more flexibility regarding the method for increasing the reliability, guarantees timely handling of the failed packet while increasing the reliability of the next packet. Therefore, we propose to adopt a HARQ-NACK based PDCP duplication method for Rel-17 in order to handle the Survival Time.

Proposal 1:  RAN2 to consider a HARQ-NACK based PDCP duplication mechanism in Rel-17 to satisfy survival time requirements. 
Also, according to the Table 5.2-1 from [3], the 5G system shall be able to support mobility of the UEs and support variable packet size which may result in BWP switching. Therefore, it is possible that e measurement gaps are configured to such UE. In NR, the length of measurement gap could be from 1.5ms to 6ms depending on the frequency of the serving and target cell. And in light of the current MAC specification, during measurement gaps, the UE shall not perform data transmission/reception except for messages related to random access, e.g. RACH Msg3.
In addition, the messages of a periodic deterministic communication services need to be transmitted within the bounds of survival time, e.g., 2.5ms. If the survival time has been exceeded, both the communication service and the application transition into a down state. The application will usually take corresponding actions for handling such situations of unavailable communication services. Considering the configurable length of measurement gap, even if the shortest value 1.5ms is configured in case of per frequency range (per-FR) measurement, the requirement of survival time may not be met.
Observation 1: A measurement gap may prohibit the timely delivery of messages which in turn may lead to the expiry of the survival timer.
In order to satisfy the survival time requirement as well as guarantee the measurement accuracy, a solution may be needed for cases when specific traffic transmission(s) overlap with a measurement gap. A simple enhancement could be to allow the (re-)transmission of configured traffic for cases when the uplink transmission resource collides with the duration of measurement gap, similar to the handling of RACH Msg3 and MSGA payload. In order not to impact the mobility related measurement performance and to have a deterministic UE behavior, certain criteria may be defined when UE is allowed to prioritize an UL transmission over a measurement gap. For example, for cases when a NACK has been received for a packet transmission and subsequent uplink resource overlaps with a measurement gap, UE should prioritize the UL transmission in order to fulfill the survival time requirements. 

Proposal 2: RAN2 should consider solutions where UE is allowed to perform an UL transmission for cases when the uplink resource overlaps with a measurement gap in order to meet the survival time requirements.
Conclusion
In this contribution, the mechanism to guarantee the requirement of survival time is illustrated and the following observation and proposals are given:
Proposal 1:  RAN2 to consider a HARQ-NACK based PDCP duplication mechanism in Rel-17 to satisfy survival time requirements. 

Observation 1: A measurement gap may prohibit the timely delivery of messages which in turn may lead to the expiry of the survival timer.
Proposal 2: RAN2 should consider solutions where UE is allowed to perform an UL transmission for cases when the uplink resource overlaps with a measurement gap in order to meet the survival time requirements.
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