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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
After RAN2-114e meeting, there have been two LS’s from RAN3 to RAN2. In one LS [1], RAN3 has concluded the agreements regarding inter-donor migration as well as some related questions. In the other LS [2], RAN3 has described the two candidate solutions regarding service interruption reduction in case of intra-door migration and asked input from RAN2. This paper shares our view regarding these two topics.
2. Discussion
In the following, inter-donor migration and the service interruption reduction in case of intra-donor migration are discussed based on the respective LS.
2.1. Inter-donor migration
According to the LS [1], RAN3 has already agreed to support partial migration and is discussing whether to support full migration in addition to partial migration. The related agreements and figure (see Figure 1) to illustrate topology adaptation for full migration procedure in [1] are copied below for reference. 
	- Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU
- Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.
- Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated (both RRC and F1 connection) to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 




[bookmark: _Ref78806302]Figure 1: UE handover between cells pertaining to different logical IAB-DUs connected to separate CUs
In this LS, it was proposed to achieve inter-donor handover via two logical DUs (DU1 and DU2) created from the same boundary IAB node, wherein all downstream nodes of the boundary IAB node migrates from the source cell of source logical DU (i.e. DU1) to the target cell of target logical DU (i.e. DU2). After migration of all the downstream nodes, DU1 is deactivated and DU2 keeps active.
In the LS[1], RAN3 considers the following two alternatives to create two logical DUs 
- Alt1: the two logical DUs use separate physical cell resources
- Alt2: the two logical DUs use the same physical cell resources
Observation 1. For inter-donor full migration, RAN3 considers to create two logical DUs for boundary IAB node, while downstream nodes migrates from source logical DU to target logical DU.
Observation 2. For Alt1, RAN3 assumes that there can be two concurrent active cells created in the boundary IAB node and a child MT/UE can smoothly migrate from source cell of the source logical DU to target cell of the target logical DU via existing procedure.
The LS has not clear described the exact meaning of the physical cell resource. However, based on the joint consideration of Alt.1 and Alt.2, it can be assumed that the physical cell resources means frequency carrier. We can have the following two observations:
Observation 3. For Alt1, it is assumed that two logical DUs are created in two different carriers of the boundary IAB node and the feasibility is obvious.
Observation 4. For Alt2, it is assumed that two logical DUs are created in the same carrier of the boundary IAB node and the feasibility needs further evaluation in RAN1 and RAN2.
For Alt2, RAN3 have given the following three questions in the LS:
· Q1: Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?
· Q2: is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?
· Q3: when cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?
For Q1, it asks that whether a UE not migrated yet can remain connected to its serving cell when the serving cell has changed NCGI while all other radio configurations including PCI keep unchanged after the migration of the IAB node migration owning the serving cell. For Q2, it further asks if a UE can smoothly handover from cell1 of belonging to its access IAB node before migration to cell2 belonging its access IAB node after migration, wherein cell1 and cell2 have the same PCI but different NCGIs. As the UE has to receive the handover command transmitted by cell2 created by its access IAB node after migration, the feasibility of UE not handed over yet to keep connection with cell2 is the precondition for the UE to successfully handover from cell1 to cell2. 
In the LS, RAN3 observed that two cells with different NCGI but the same PCI couldn’t be concurrently active. As two active cells with the same PCIs in the same carrier of the same IAB node can be regarded as typical PCI collision, we share the view that the two cells with different NCGI but the same PCI cannot be concurrently active in the same carrier.
Observation 5. For Q1 and Q2 of Alt2, when the target cell is created with changed NCGI but unchanged PCI with respect to the source cell in the same carrier, the source cell (i.e. cell 1) has to be deactivated when the target cell (i.e. cell 2) is created and the UE has to receive its handover command in the target cell.
Whether a UE can smoothly migrate to cell2 depends on whether the UE not handed over yet can keep connected to cell2 and meanwhile receive the RRCReconfiguration message in Cell2. Whether the UE not handed over yet can keep connected to cell2 further depends on the behaviour when this UE observes the cell identity change of its serving cell. After the migration of the access IAB node, the target cell is active and it broadcasts the new cell identity in SIB1. According to existing specification, SIB1 is always broadcasted. When a UE receives the SIB1 depends on whether the current stored SIB1 in the UE is valid or not. According to the following note in RRC specification [3], the determination of the valid of the stored SIBs is up to UE implementation. As the UE must receive the SIBs when the SIBs are determined to be invalid, the note further implies when/whether to receive the SIBs for a UE in RRC_CONNECTED is up to UE implementation. 
	NOTE:	The storage and management of the stored SIBs in addition to the SIBs valid for the current serving cell is left to UE implementation.


Observation 6. According to existing specification, it depends on the UE implementation to receive SIB1 (cell identity included) and a UE in RRC_CONNECTED may observe the serving cell identity change although the serving cell PCI has not been changed.
When a UE has observed the serving cell identity change upon reception of SIB1, the UE behaviour has not been defined in the existing specifications. A UE in RRC_CONNECTED may regard it as a security issue or an exception and drops the radio connection to this serving cell.  When this happens, the UE has no chance to receive the handover command and has to rely on RLF recovery procedure to re-establish the radio connection.
Proposal 1. For Q1, RAN2 to response RAN3 with the following: 
The UE in RRC_CONNECTED may observe the unexpected NCGI change in SIB1. However, rigorous UE implementation may regard it as a security exception. As a consequence, the UE may drop the radio connection and initiate RLF recovery procedure. 
Proposal 2. For Q2, RAN2 to response RAN3 with the following:
RAN2 understands that the precondition is that a UE in RRC_CONNECTED shall remain connected upon NCGI change in SIB1 and receive the RRCReconfiguration msg in the new cell. There may be uncertainty mentioned in the response for Q1.
For Q3, when two cells with different PCIs are created in the same carrier of an IAB node, the two cells can be concurrent active, just as 3-sectorization of one gNB in the existing network deployment. The only difference is that in the existing sectorization, multiple concurrent active cells in the same carrier of a gNB are controlled by the same CU while the two cells with different PCI/NCGIs created for inter-donor migration according to Q3 belong to two different CUs. We have not observed any blockage to do so. However, it is preferred that RAN1 can confirm the feasibility. Our companion paper in RAN1[4] has discussed the feasibility to create concurrent active cells with different PCI/NCGIs in the same carrier.
When two concurrent active cells with different PCI/NCGIs are created in the same carrier of one access IAB node, a UE in RRC_CONNECTED can perform handover completely relying on existing procedure, i.e. the UE performs handover as soon as the handover command has been received. In such sense, there is no new impact on UE. 
Proposal 3. For Q3, RAN2 to response RAN3 with the following:
RAN2 understands that it means to create two concurrent active cells with different PCI/NCGIs in the same carrier and the UE handovers from one cell to the other. RAN2 thinks that it is feasible and there is no new impact on UE.
2.2. Service Interruption Reduction
In another LS from RAN3 [2], Solution 1 and Solution 2 below have been provided to reduce service interruption using top-down sequential intra-donor migration. 
The signalling flow chart of Solution 1 has been pasted below for reference. For this solution, the parent IAB node buffers the RRCReconfiguration messages of the child MTs and sends these messages to the child MTs when certain configured condition has fulfilled, e.g. when the parent IAB node has already finished the RRC reconfiguration procedure. This means that the migration procedure propagates from the top IAB nodes to the UEs until all nodes in the migration network has been migrated. 


Figure 2. Example procedure for Solution 1 (R3-211740)
The signalling flow chart of Solution 2 is illustrated in [3]. The major difference from Solution 1 is that the RRCReconfiguration messages are buffered by the descendent-node’s IAB-MT itself, and it is executed only when an indication is received from the parent IAB-DU. The parent IAB node send the indication to the descendent-node when it has complete its RRC reconfiguration. For this solution, the migration procedure propagates from top migration IAB node to the UEs via specific notification until all nodes in the migration IAB network has been migrated.


Figure 3. Example procedure for Solution 2 (R3-211740)
From the above procedure of Solution 1 and Solution 2, we can observe the following:
Observation 7. [bookmark: _Ref67402857]Both Solution 1 and Solution 2 are top-down sequential migration procedure of IAB-MT.
Observation 8. Solution 1 is a conditional handover command delivery procedure while Solution 2 is a conditional handover procedure for which the handover is trigged upon an indication from parent IAB node.
For Solution 1, a downstream node can perform migration when the received RRCReconfiguration is for itself, which is fully compatible with the existing handover procedure. This means that Solution 1 does not have new impact on UE. However, this solution requires that the top migration IAB node has large enough buffer size to buffer RRCReconfiguration messages for all downstream nodes. 
For Solution 2, the RRCReconfiguration messages for any downstream node is sent to and buffered by its parent IAB node, i.e. any migration IAB node only needs to buffer the RRCReconfiguration messages of its served UE/child MTs. This means that Solution 2 requires much small buffer size for a migration IAB node compared to Solution 1. After migration of a migration IAB node, it sends a notification to each child IAB-MT and the sends the RRCReconfiguration messages to the served UEs. In consequence, any child IAB node should initiate migration procedure when the notification has been received. For a UE, there is no difference between Solution 1 and Solution 2 as it can perform handover as soon as the corresponding RRCReconfiguration message is received regardless which solution is adopted, just as the existing legacy handover. 
Observation 9. Both Solution.1 and Solution 2 have no new impact on UE.
Observation 10. Solution 1 requires larger buffer for upstream migration IAB node than Solution 2 for RRCReconfiguration message buffering.
In the meeting RAN2#113bise[5], the following agreements were reached with respect to CHO: 
	The use cases for IAB-MT CHO should be migration and RLF recovery.
RAN2 should have a common solution for intra-CU/intra-DU CHO and intra-CU/inter-DU CHO. 
condEventA3 and condEventA5 are applicable to IAB-MT
FFS if other CHO execution condition is needed (e.g. whether type 2 RLF indication can be used as trigger)


From the above agreements, we can observe the following:
Observation 11. RAN2 already agreed to support CHO for IAB-MT migration and Solution 2 can be regarded as one option to support CHO.
Based on the joint consideration of the above discussion and observations, we propose:
Proposal 4. For the LS about service interruption reduction, RAN2 response RAN3 with the following message:
RAN2 understands that Solution 1 is applicable when CHO is not used while Solution 2 is applicable when CHO is used. Both Solution 1 and Solution 2 can be supported.

3. Conclusion
In this contribution, we have discussed the inter-donor migration and service interruption reduction based on the respective LSs from RAN3. There are the following observations:
Observation 1. For inter-donor full migration, RAN3 considers to create two logical DUs for boundary IAB node, while downstream nodes migrates from source logical DU to target logical DU.
Observation 2. For Alt1, RAN3 assumes that there can be two concurrent active cells created in the boundary IAB node and a child MT/UE can smoothly migrate from source cell of the source logical DU to target cell of the target logical DU via existing procedure.
Observation 3. For Alt1, it is assumed that two logical DUs are created in two different carriers of the boundary IAB node and the feasibility is obvious.
Observation 4. For Alt2, it is assumed that two logical DUs are created in the same carrier of the boundary IAB node and the feasibility needs further evaluation in RAN1 and RAN2.
Observation 5. For Q1 and Q2 of Alt2, when the target cell is created with changed NCGI but unchanged PCI with respect to the source cell in the same carrier, the source cell (i.e. cell 1) has to be deactivated when the target cell (i.e. cell 2) is created and the UE has to receive its handover command in the target cell.
Observation 6. According to existing specification, it depends on the UE implementation to receive SIB1 (cell identity included) and a UE in RRC_CONNECTED may observe the serving cell identity change although the serving cell PCI has not been changed.
Observation 7. Both Solution 1 and Solution 2 are top-down sequential migration procedure of IAB-MT.
Observation 8. Solution 1 is a conditional handover command delivery procedure while Solution 2 is a conditional handover procedure for which the handover is triggered upon an indication from parent IAB node.
Observation 9. Both Solution.1 and Solution 2 have no new impact on UE.
Observation 10. Solution 1 requires larger buffer for upstream migration IAB node than Solution 2 for RRCReconfiguration message buffering.
Observation 11. RAN2 already agreed to support CHO for IAB-MT migration and Solution 2 can be regarded as one option to support CHO.
Based the above discussions and observations, we have the following proposals:
Proposal 1. For Q1, RAN2 to response RAN3 with the following: 
The UE in RRC_CONNECTED may observe the unexpected NCGI change in SIB1. However, rigorous UE implementation may regard it as a security exception. As a consequence, the UE may drop the radio connection and initiate RLF recovery procedure. 

Proposal 2. For Q2, RAN2 to response RAN3 with the following:
RAN2 understands that the precondition is that a UE in RRC_CONNECTED shall remain connected upon NCGI change in SIB1 and receive the RRCReconfiguration msg in the new cell. There may be uncertainty mentioned in the response for Q1.
Proposal 3. For Q3, RAN2 to response RAN3 with the following:
RAN2 understands that it means to create two concurrent active cells with different PCI/NCGIs in the same carrier and the UE handovers from one cell to the other. RAN2 thinks that it is feasible and there is no new impact on UE.
Proposal 5. For the LS about service interruption reduction, RAN2 response RAN3 with the following message: 
RAN2 understands that Solution 1 is applicable when CHO is not used while Solution 2 is applicable when CHO is used. Both Solution 1 and Solution 2 can be supported.
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