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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
RAN2 discussed the issues on inter-topology routing and local re-routing, the following agreements were agreed [1]:
	· RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4
· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)
· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.)


In this paper, we try to investigate the open issues with respect to inter-CU routing, inter-donor-DU rerouting and local re-routing.
2. Discussion
2.1. Inter-CU routing
The post email discussion [2] left a series of open issues for inter-CU routing:
· What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
· How to differentiate the concatenated traffic and non-concatenated traffic;
· How to determine whether a data should be delivered to upper layer (for downstream);
· How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).
Essentially, the above issues can be summarized into two questions: 
· how does the boundary node identify the different types of traffic (that for itself, or for other nodes within the same topology, or for the other topology);
· how does the boundary node perform the routing ID mapping between topology1 and topology2, in case the traffic should be routed to another topology.
In the following, we provide three candidate solutions to solve the above issues. The terminologies used in this contribution are defined as:
· Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU.
· First topology (topology1): the topology fragment before the boundary node for a traffic.
· Second topology (topology2): the topology fragment after the boundary node for a traffic.
Solution 1: a pseudo BAP address to differentiate traffic type, also to indicate re-mapped routing ID.
· the BAP routing ID of the to-be-routed packet is configured as
· destination BAP address: the boundary node’s pseudo address, the pseudo address corresponds to a set of BAP routing ID in topology2, where the mapping table is maintained by the boundary node;
· path ID: the path ID@topology1, which, represents the routing path from the access node/IAB-donor-DU to the boundary node in topology1.
· The boundary node is configured with multiple pseudo BAP addresses.
· The boundary node maintains a mapping table, each table includes an entry for pseudo BAP address, each pseudo BAP address is associated with a destination ID and path ID in topology2.
An example of how solution 1 works is given below (with Figure 1). 


[bookmark: _Ref78993109]Figure 1 illustration for solution 1
Assume four packets, i.e., PDU1~ PDU4, are delivered to boundary node. Table 1 shows the detailed situation of each PDU, including the real path that the PDU is expected to be transmitted and the contents of the BAP header. 
[bookmark: _Ref78988135]Table 1 The BAP header contents of each PDU in solution 1
	 BAP PDU index
	Real path: Starting node-> Destination node
	BAP header

	
	
	Dest. Address
	Path ID

	PDU 1
	Donor-DU1->IAB5
	B4 (pseudo)
	Px

	PDU 2
	Donor-DU1->IAB4
	C4 (pseudo)
	Px

	PDU 3
	Donor-DU1->IAB3
	A4 (real)
	Px

	PDU 4
	IAB5->Donor-DU2
	A1 (real)
	Pm


Upon reception of these PDUs, the behaviour of the boundary node should be:
· If the destination address of the BAP PDU matches the boundary node’s pseudo BAP address:
· Select the entry from the mapping table (Table 2) where the Destination BAP address matches the pseudo BAP address of the BAP PDU, and
· re-write the BAP header with the selected BAP routing ID.
· E.g., BAP PDU1 first follows the path ID in topology1 until it is delivered to boundary node (IAB3), IAB3 finds out that PDU1’s BAP address matches one of its pseudo addresses (B4), therefore determines that the BAP header of PDU1 shall be re-written and select the associated entry from the mapping table with (A5, Py). In this manner, PDU1 experienced the header re-writing from (B4, Px)  (A5, Py). Similar procedures apply for PDU2 as well.
[bookmark: _Ref78992905]Table 2 The mapping table between two topologies
	Pseudo BAP address
	Destination ID@topology 2
	Path ID @topology 2

	B4 (IAB3)
	A5 (IAB5)
	Py

	C4 (IAB3)
	A4 (IAB4)
	Pz


· If the destination address of the BAP PDU matches the boundary node’s real BAP address:
· Remove the BAP header of the PDU and deliver it to upper layer.
· E.g., PDU3 is delivered to boundary node via path ID = Px, the boundary node removes the header of PDU3 and deliver it to upper layer.
· If the destination address of the BAP PDU neither matches the pseudo nor real BAP address of the boundary node:
· Follow the legacy routing mechanism, deliver the PDU to the next IAB-node.
· E.g., PDU4 will be transmitted from IAB5 to donor-DU2 without header re-writing.
In summary, the type of traffic is differentiated by the use of pseudo BAP address, and BAP header re-writing is also based on pseudo BAP address.
Solution 2: an explicit bit to indicate that the PDU is a to-be-routed packet 
· a bit (assume the filed name is ROUTING) in BAP header is used to indicate whether the PDU should be routed by the boundary node;
· ROUTING = 1, this PDU should be routed to another topology;
· ROUTING = 0, this PDU does not need to be routed to another topology.
· E.g., one of the examples of how to design the bit is given in Figure 2.



[bookmark: _Ref78996853]Figure 2 an explicit bit in the BAP header indicates the PDU is a to-be-routed packet
· the BAP routing ID of the to-be-routed packet is configured as
· destination BAP address: the boundary node’s BAP address;
· path ID: the path ID@topology2 (configured by another CU), which, represents the routing path from the boundary node to the destination node in topology2.
· Different from solution1, the boundary node does not need to maintain a mapping table, since the path ID written in BAP header of the PDU is already the “re-mapped” path ID in topology2, instead of the path ID indicating the routing path from starting node to the boundary node.
· With the legacy BH Routing Configuration specified in TS 38.340 [3], the boundary node could perform header re-writing based on the path ID in the BAP header (to select the entry where the Destination ID matches the path ID and replace the original BAP header with the corresponding Destination ID).
An example of how solution 2 works is given below (with Figure 3). 


[bookmark: _Ref78996681]Figure 3 illustration for solution 2
Assume four packets, i.e., PDU1~ PDU4, are delivered to boundary node. Table 3 shows the detailed situation of each PDU, including the real path that the PDU is expected to be transmitted and the contents of the BAP header. 
[bookmark: _Ref78997665]Table 3 The BAP header contents of each PDU in solution 2
	 BAP PDU index
	Real path: Starting node-> Destination node
	BAP header

	
	
	Dest. Address
	Path ID
	ROUTING

	PDU 1
	Donor-DU1->IAB5
	A4 (real)
	Py
	1

	PDU 2
	Donor-DU1->IAB4
	A4 (real)
	Pz
	1

	PDU 3
	Donor-DU1->IAB3
	A4 (real)
	Px
	0

	PDU 4
	IAB5->Donor-DU2
	A1 (real)
	Pm
	0


Upon reception of these PDUs, the behaviour of the boundary node should be:
· If the destination address of the BAP PDU matches the boundary node’s real BAP address, and the ROUTING filed indicates that this PDU should be routed (i.e., ROUTING = 1):
· Select the entry from the BH Routing Configuration where the Destination address matches the path ID of the BAP PDU, and
· re-write the BAP address with the selected Destination address.
· E.g., BAP PDU1 first follows the Destination ID in topology1 until it is delivered to boundary node (IAB3), IAB3 finds out that the ROUTING field of the PDU1 equals to “1”, therefore determines that the BAP header of PDU1 shall be re-written and select the associated entry from the BH Routing Configuration with (A5, Py). In this manner, PDU1 experienced the header re-writing from (A4, Py)  (A5, Py). Similar procedures apply for PDU2 as well.
· If the destination address of the BAP PDU matches the boundary node’s real BAP address, and the ROUTING filed indicates that this PDU does not need to be routed (i.e., ROUTING = 0):
· Remove the BAP header of the PDU and deliver it to upper layer.
· E.g., PDU3 is delivered to boundary node follows the Destination ID = A4, the boundary node removes the header of PDU3 and deliver it to upper layer.
· If the destination address of the BAP PDU does NOT match the real BAP address of the boundary node:
· Follow the legacy routing mechanism, deliver the PDU to the next IAB-node.
· E.g., PDU4 will be transmitted from IAB5 to donor-DU2 without header re-writing.
In summary, the type of traffic is differentiated by the use of an explicit bit (in the BAP header), and BAP header re-writing is based on the path ID (in topology2) written in the header of the PDU.
Solution 3: A single pseudo BAP address to indicate that the PDU is a to-be-routed packet 
An alternative, instead of using an explicit bit in the BAP header, is to adopt a pseudo BAP address to indicate that the PDU should be routed. Unlike solution1, there is merely one pseudo BAP address rather than a bunch of addresses which are associated with a unique set of BAP routing ID. The presence of the pseudo BAP address has the exact function of the explicit bit. 
For instance, as shown in Table 4, both PDU1 and PDU2 adopts the same pseudo BAP address (as there is only one such address) to indicate the boundary node that these PDUs shall be routed, the rest of the procedures are exactly the same to solution 2.
[bookmark: _Ref79000212]Table 4 The BAP header contents of each PDU in solution 3
	 BAP PDU index
	Real path: Starting node-> Destination node
	BAP header

	
	
	Dest. Address
	Path ID

	PDU 1
	Donor-DU1->IAB5
	B4 (pseudo)
	Py

	PDU 2
	Donor-DU1->IAB4
	B4 (pseudo)
	Pz

	PDU 3
	Donor-DU1->IAB3
	A4 (real)
	Px

	PDU 4
	IAB5->Donor-DU2
	A1 (real)
	Pm


Analysis on Solution 1 to Solution 3 
Solution 1 requires an additional BAP header remapping table, which should be generated by CU and configured to the boundary node. Thus, the maintenance of the remapping table introduces further complexity to both the CU and the boundary node.
Solution 2 and Solution 3 shares some similarities, both solutions have no requirement on an additional mapping table. However, the introduction of an explicit bit in BAP header (Solution 2) is actually not backward-compatible (in that the legacy IAB-node fails to interpret this bit). But this, from our perspective, is not a show-stopper since the legacy IAB-node anyway cannot perform BAP header re-writing. These two features can be added in Rel-17 simultaneously to achieve the functionality of inter-CU routing. Solution 3 further reduces the specification impact to a minimum standard by introducing a single pseudo BAP address to differentiate the traffic type. The major disadvantage of Solution 2/3 is that the PDU cannot follow the path ID carried in the BAP header during the routing in the first topology. Since the path ID in these solutions represent the real routing path in another topology, thus only the Destination ID can be used by the intermediate IAB-node to perform the routing. This will somehow result in an uncontrollable routing behaviour as no expected routing path is configured.

Observation 1 [bookmark: _Ref71227815]Solution 1 requires an additional BAP header remapping table, the maintenance of the remapping table introduces further complexity to both the CU and the boundary node.
Observation 2 [bookmark: _Ref79004151]Both solution2 and 3 have no requirement on an additional mapping table, the major disadvantage of Solution 2/3 is that the PDU cannot follow the path ID carried in the BAP header during the routing process in the first topology. This will somehow result in an uncontrollable routing behaviour as no expected routing path is configured.
Observation 3 [bookmark: _Ref79004160]The introduction of an explicit bit in BAP header (Solution 2) is not backward-compatible (in that the legacy IAB-node fails to interpret this bit). But this is not a show-stopper since the legacy IAB-node anyway cannot perform BAP header re-writing. These two features can be added in Rel-17 simultaneously to achieve the functionality of inter-CU routing.
Each solution has its own pros and cons, we believe further studies on these solutions are needed.
[bookmark: _Ref79004164]RAN2 to discuss the following solutions on how to support BAP header re-writing for inter-CU routing:
a. [bookmark: _Ref79004167]Solution 1: a pseudo BAP address to differentiate traffic type, and to indicate the re-mapped routing ID;
b. [bookmark: _Ref79004175]Solution 2: an explicit bit to differentiate traffic type, with a path ID configured in another topology to indicate the re-mapped routing ID;
c. [bookmark: _Ref79004177]Solution 3: a single pseudo BAP address to differentiate traffic type, with a path ID configured in another topology to indicate the re-mapped routing ID;
2.2. Inter-donor-DU rerouting
For intra-CU rerouting, there are two cases, intra-CU intra-donor-DU rerouting and intra-CU inter-donor DU rerouting (see example topology in Figure 4 below):
[image: ]
[bookmark: _Ref67388727]Figure 4 illustration of intra-CU local rerouting
Case 1: Intra-CU intra-donor-DU rerouting 
In this case, for both UL local rerouting and DL local rerouting, a rerouted BAP PDU is sent to the same destination following a different BAP path from originally intended BAP path. For instance, in Figure 4a, if triggering local re-routing condition is satisfied, the donor-DU may send a BAP PDU, which is originally configured to be transmitted to IAB3 via the left path, to IAB3 using the right path instead. Similarly, IAB3 can switch the BAP path for a BAP BPU to the donor-DU according to the UL transmission status monitored by the IAB3. 
Case 2: Intra-CU inter-donor DU rerouting
DL local re-routing in this case is not applicable since there is no inter donor-DU interface for data rerouting and a donor-DU has no way to reroute a DL BAP PDU to another donor-DU. For local re-routing in UL, an IAB node can reselect the suitable destination donor-DU and the BAP path based on the local congestion status, received RLF indication or BH RLF detection results. As an example, in Figure 4b, when local re-routing condition is satisfied, e.g, BH RLF recovery failure detect at IAB3, on the intended path (i.e. left path) to donor-DU1, IAB3 can reroute a BAP PDU, which is intended to be transmitted to donor-DU1 via left path, to donor-DU2 using the right path. Donor DU2 then delivers the SDU of the rerouted BAP PDU to the CU. 
Observation 4 [bookmark: _Ref79004180]For intra-CU intra-donor-DU rerouting in both UL and DL, only the BAP path of a BAP PDU should be reselected by the IAB node initiating the rerouting.
Observation 5 [bookmark: _Ref79004184]For intra-CU inter-donor DU rerouting in UL, both BAP path and destination BAP address of a BAP PDU should be reselected by the IAB node initiating the rerouting.
For a rerouted BAP PDU, an intermediate IAB node receiving the IAB node should continue to forward the BAP PDU to next stop IAB node based on the BAP header of the rerouted BAP PDU. Then there is an issue on whether/how the IAB node initiating the rerouting of a BAP PDU modify the BAP header of the BAP PDU to indicate the intended BAP routing ID of the rerouted BAP PDU.
For Case 1 in Figure 4 above, as the destination IAB node has not been changed. The rerouted BAP PDU can be anyway rerouted to the destination IAB node based on the destination address without modifying the BAP header. However, any intermediate IAB node may randomly choose any usable BAP path which can reach the destination IAB node. The selected transmission path of a rerouted BAP PDU can be uncertain and this increases the difficulty for the QoS requirement of rerouted BAP PDU.
Observation 6 [bookmark: _Ref79004186]For intra-CU intra-donor-DU local rerouting without BAP header rewriting to change the destination address, 
a) [bookmark: _Ref79004191]An IAB node can find a path to destination IAB node according Rel-16 BAP routing;
b) [bookmark: _Ref79004193]The experienced path to the destination IAB node of a rerouted BAP PDU can be uncertain;
c) [bookmark: _Ref79004196]There is ambiguity for the intermediate IAB node to manage the QoS of the rerouted BAP PDU. 
For Case 2 in Figure 1 above, a rerouted UL BAP PDU is intended to be rerouted to a different donor-DU from the original one. An intermediate IAB node must know the new destination IAB node(s) for a rerouted BAP PDU. In such sense, the IAB node initiating the rerouting should at least be allowed to indicate the desired donor-DU for the rerouted BAP PDU according to pre-configurations.
Observation 7 [bookmark: _Ref79004217]In case of intra-CU inter-donor-DU rerouting, BAP header rewriting of a rerouted BAP PDU BAP is meaningful.
Based on the above discussions, we think uniform solution should be defined for BAP header rewriting of both Case 1 and Case 2.
[bookmark: _Ref79004220]BAP header rewriting by the IAB node initiating local rerouting is supported for intra-CU intra/inter-donor DU local rerouting.
In order for QoS control and radio resource allocation, the backup route for local rerouting should be preconfigured for both cases. There are the following two options for BAP header rewriting:
· Option 1: A set of backup BAP routes is configured for the IAB node and the IAB node initiating the rerouting of a BAP PDU selects one of the backup BAP route and replaces the BAP routing ID in the rerouted BAP PDU with the ID of this backup BAP route;
· Option 2: A set of backup BAP routes with a BAP routing group ID is configured for an IAB node and the IAB node initiating the rerouting of a BAP PDU replaces the BAP routing ID in the rerouted BAP PDU with a preconfigured BAP routing group ID, wherein the BAP routing group ID indicates a group of backup BAP paths and/or addresses that can be used in the subsequent transmissions of this BAP PDU by the following intermediate IAB nodes.
For Option 1, any intermediate IAB node receiving a BAP PDU does not know if the BDP PDU is rerouted or not and the intermediate IAB should always prioritize to forward the BAP PDU according to the indicated BAP path in the received BAP PDU. For option 2, any intermediate IAB node receiving a BAP PDU can know if the BAP PDU is rerouted or not through the BAP routing group ID carried in the BAP header, apply scheduling enhancements for rerouted BAP PDU and adapt the BAP routing adaptations within the candidate backup BAP routes belonging to the BAP routing group indicated in the BAP header.
Observation 8 [bookmark: _Ref79004223]Compared to rewriting the BAP routing ID with one backup BAP routing ID for a BAP PDU to be rerouted, rewriting the BAP routing ID with a backup BAP routing group ID allows subsequent intermediate IAB nodes to adapt scheduling and reselect optimal backup BAP route.
[bookmark: _Ref79004226]RAN2 considers to rewrite the BAP header of a BAP PDU to be rerouted with the group ID indicating a group of backup BAP routes for intra-CU intra/inter-donor-DU local rerouting. 
In order for the backward compatibility, the BAP routing group ID format should be compatible with the existing BAP routing ID format in the BAP header. 
Observation 9 [bookmark: _Ref79004228]The BAP routing group ID has the same format as the legacy BAP routing ID. 

2.3. Local re-routing due to congestion
The post email [2] has already discussed the local re-routing behaviour upon reception of type-2/3 indications, and the triggering conditions for local re-routing based on the HbH flow control indication. In our understanding, local re-routing should be regarded as an auxiliary mechanism aimed at achieving a smooth transition before solving the short-term congestion issue. In case local re-routing is not able to bring any slight improvement for the congested situation, the IAB-donor-CU shall re-configure the whole BAP Routing Configuration so that an optimal topology can be realized. This implies that local re-routing may only last for a transient period of time. 
Observation 10 [bookmark: _Ref79007176]Local re-routing should be regarded as an auxiliary mechanism aimed at achieving a smooth transition before solving the short-term congestion issue. This implies that local re-routing may only last for a transient period of time.
Currently there is no relevant agreement/discussion on the cancelling of local re-routing. According to the existing agreements, once local re-routing is initiated upon the reception of flow control feedback, it will permanently be enabled. Since local re-routing may not be under full control of the IAB-donor-CU, and the route that selected by the local IAB-node may not be able to provide the expected QoS of the to-be-rerouted packet, this behaviour brings some extent of unpredictability to the whole IAB topology. Thus we think in case the congestion has been back to normal (or been alleviated to certain level) via various actions that performed by the IAB topology, the functionality of local re-routing should be disabled.
Observation 11 [bookmark: _Ref79007179]Local re-routing brings some extent of unpredictability to the whole IAB topology, because it may not be under full control of the IAB-donor-CU, and the route that selected by the local IAB-node may not be able to provide the expected QoS for the packet.
[bookmark: _Ref79007136]In case the congestion has disappeared (or been alleviated to certain level) via various actions that performed by the IAB topology, the functionality of local re-routing should be disabled.
Intuitively, the flow control feedback can be used (in case a relatively low threshold is met) to indicate the child node that the congestion has disappeared. Upon reception of such indication, the child node should disable local re-routing and return to original status. More specifically, either the legacy flow control feedback message or a new type of flow control feedback message can be specified:
· Legacy flow control feedback message: the available buffer size of the message is used by the child node to determine whether congestion has disappeared or been alleviated; such message will be sent to child node continuously so that the node can keep track of the link’s status.
· A new type of flow control feedback message: this message will not be sent unless the threshold (indicating the congestion has disappeared or been alleviated) is met, therefore this message can be used as an explicit indication for child node to disable local re-routing.
Which option is used can be further studied, we may first achieve consensus on whether flow control feedback message can be used to indicate the disable of local re-routing.

[bookmark: _Ref79007148]HbH flow control feedback message is used to indicate the disable of local re-routing, once the threshold indicating the congestion has disappeared or been alleviated is met
3. Conclusion
The observations and proposals are the following:
Observation 1	Solution 1 requires an additional BAP header remapping table, the maintenance of the remapping table introduces further complexity to both the CU and the boundary node.
Observation 2	Both solution2 and 3 have no requirement on an additional mapping table, the major disadvantage of Solution 2/3 is that the PDU cannot follow the path ID carried in the BAP header during the routing process in the first topology. This will somehow result in an uncontrollable routing behaviour as no expected routing path is configured.
Observation 3	The introduction of an explicit bit in BAP header (Solution 2) is not backward-compatible (in that the legacy IAB-node fails to interpret this bit). But this is not a show-stopper since the legacy IAB-node anyway cannot perform BAP header re-writing. These two features can be added in Rel-17 simultaneously to achieve the functionality of inter-CU routing.
Proposal 1	RAN2 to discuss the following solutions on how to support BAP header re-writing for inter-CU routing:
a. Solution 1: a pseudo BAP address to differentiate traffic type, and to indicate the re-mapped routing ID;
b. Solution 2: an explicit bit to differentiate traffic type, with a path ID configured in another topology to indicate the re-mapped routing ID;
c. Solution 3: a single pseudo BAP address to differentiate traffic type, with a path ID configured in another topology to indicate the re-mapped routing ID;
Observation 4	For intra-CU intra-donor-DU rerouting in both UL and DL, only the BAP path of a BAP PDU should be reselected by the IAB node initiating the rerouting.
Observation 5	For intra-CU inter-donor DU rerouting in UL, both BAP path and destination BAP address of a BAP PDU should be reselected by the IAB node initiating the rerouting.
Observation 6	For intra-CU intra-donor-DU local rerouting without BAP header rewriting to change the destination address,
a) An IAB node can find a path to destination IAB node according Rel-16 BAP routing;
b) The experienced path to the destination IAB node of a rerouted BAP PDU can be uncertain;
c) There is ambiguity for the intermediate IAB node to manage the QoS of the rerouted BAP PDU.
Observation 7	In case of intra-CU inter-donor-DU rerouting, BAP header rewriting of a rerouted BAP PDU BAP is meaningful.
Observation 8	Compared to rewriting the BAP routing ID with one backup BAP routing ID for a BAP PDU to be rerouted, rewriting the BAP routing ID with a backup BAP routing group ID allows subsequent intermediate IAB nodes to adapt scheduling and reselect optimal backup BAP route.
Observation 9	The BAP routing group ID has the same format as the legacy BAP routing ID.
Observation 10	Local re-routing should be regarded as an auxiliary mechanism aimed at achieving a smooth transition before solving the short-term congestion issue. This implies that local re-routing may only last for a transient period of time.
Observation 11	Local re-routing brings some extent of unpredictability to the whole IAB topology, because it may not be under full control of the IAB-donor-CU, and the route that selected by the local IAB-node may not be able to provide the expected QoS for the packet.
Proposal 1	RAN2 to discuss the following solutions on how to support BAP header re-writing for inter-CU routing:
a. Solution 1: a pseudo BAP address to differentiate traffic type, and to indicate the re-mapped routing ID;
b. Solution 2: an explicit bit to differentiate traffic type, with a path ID configured in another topology to indicate the re-mapped routing ID;
c. Solution 3: a single pseudo BAP address to differentiate traffic type, with a path ID configured in another topology to indicate the re-mapped routing ID;
Proposal 2	BAP header rewriting by the IAB node initiating local rerouting is supported for intra-CU intra/inter-donor DU local rerouting.
Proposal 3	RAN2 considers to rewrite the BAP header of a BAP PDU to be rerouted with the group ID indicating a group of backup BAP routes for intra-CU intra/inter-donor-DU local rerouting.
Proposal 4	In case the congestion has disappeared (or been alleviated to certain level) via various actions that performed by the IAB topology, the functionality of local re-routing should be disabled.
Proposal 5	HbH flow control feedback message is used to indicate the disable of local re-routing, once the threshold indicating the congestion has disappeared or been alleviated is met.
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