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1. Introduction
In this paper, we discuss on the UE behaviour upon timer expiry after RRCRelease reception.
2. Discussion
In section 7.1.1 Timers (Informative), several timers are stopped upon reception of RRCRlease message. While in the procedure part, these timers are actually not immediately stopped upon the reception of RRCRelease message, but wait 60 ms from the moment the RRCRelease message was received or optionally when lower layers indicate that the receipt of the RRCRelease message has been successfully acknowledged, whichever is earlier. The motivation for a delay in processing RRCRelease message is to give sufficient time to send HARQ and RLC acknowledgement(s), making the NW aware that RRCRelease message was received by the UE.
However, as the timers are still running, it is possible that they expire during the period between RRCRelease message reception and the actual RRC Release procedure. For NR, the timers stop during RRC Release procedure include T380, T316, T350, T331, T319 and T390. 
Observation 1: Due to the delay in processing of RRC Release procedure, several timers may expire after the reception of RRCRelease message.

Rel-15 timers:
T380:
The scenario of T380 being running when RRCRelease is received is RNAU when UE moving outside the RNA. Upon the expiry of T380, the UE shall initiate RRC resume procedure for RANU. As the running T380 was configured in the previous RNA, it is not valid to keep using the timer after moving outside the corresponding RNA. If the UE follows the current spec, the UE shall perform RANU upon T380 expiry, and then when the delayed time is up, RRC release procedure is performed during or after the RRC resume procedure, which leads to unpredictable UE behaviour. Indeed, as there is already RNAU procedure ongoing, the UE should not perform a second RNAU procedure.
Observation 2: If T380 expires after RRCRelease reception, the UE should not initiate RRC Resume procedure.

T350:
The scenario of T350 being running when RRCRelease is received is that one CONNECTED UE sends DedicatedSIBRequest but receives RRCRelease before acquiring the requested system information. Upon the expiry of T350, no action is performed, so the current spec is OK.
Observation 3: No issue is caused by T350 expiry after RRCRelease reception.

T319:
The scenario of T319 being running when RRCRelease is received is that one UE is performing RRC Resume procedure for RNAU and RRCRelease is received as a response. Upon expiry of T319, the UE shall perform the behaviour upon going to RRC IDLE state. If the UE follows the current behaviour, the RRC Release procedure shall be performed sometime later by the IDLE state UE. It is functionally invalid and leads to unexpected UE behaviour. Indeed, T319 expiry would mean the RRC resume failure, the UE should not go to IDLE state if RRCRelease has been received.
Observation 4: If T319 expires after RRCRelease reception, the UE should not perform the procedure upon going to RRC _IDLE state.

T390:
One scenario of T319 being running when RRCRelease is received is access attempt is being barred for an Access Category for one CONNECTED sate UE while RRCRelease message is received. Upon T390 expiry, UE shall perform the barring alleviation. No problem is seen for this, as the UE shall not initiate RRC resume or RRC setup while the RRC Release procedure is not performed.
Observation 5: No issue is caused by T390 expiry after RRCRelease reception.

Rel-16 timers:
T316:
The scenario of T316 being running when RRCRelase is received is RRCRelease message is received as a response of fast MCG failure recovery. Upon the expiry of T316, the UE shall perform connection re-establishment procedure. If UE follows the current spec, the UE shall perform RRC re-establishment first, and when the delayed time is up, RRC Release procedure is performed while or after RRC re-establishment, it leads to unpredictable UE behaviour.
Indeed, as the reception of RRCRelease message already implies the successful MCG recovery, the UE shall not initiate RRC re-establishment procedure.
Observation 6: If T316 expires after RRCRelease reception, the UE should not initiate RRC re-establishment procedure. 

T331:
The scenario of T316 being running when RRCRelase is received is that one UE is perform idle/inactive measurement during an RRC Resume procedure (e.g. for RNAU) while RRCRelease is received as response. Upon expiry of T331, the UE shall release the configuration of idle/inactive measurements. As the UE only perform idle/inactive measurement while T331 is running, not stopping of T331 immediately only causes UE perform idle/inactive for a little bit more time, and no problem is seen for the case of T331 expiry after RRCRelease reception.
Observation 7: No issue is caused by T331 expiry after RRCRelease reception.

One way to resolve this kind of issue fundamentally is to stop the timers immediately upon RRCRelease reception, which is aligned with the description in section 7.1.1 Timers (Informative). However if only timers are managed differently from other processing, this may introduce a complicated UE implementation. So, firstly, we want to RAN2 to confirm the following behaviour:
Proposal 1: RAN2 confirm that:
1) If T380 expires after RRCRelease reception, the UE should not initiate RRC Resume procedure.
2) If T319 expires after RRCRelease reception, the UE should not perform the procedure upon going to RRC _IDLE.
3) If T316 expires after RRCRelease reception, UE should not initiate RRC re-establishment procedure. 

Secondly, to avoid this unexpected behaviour, we can add notes in the specification to clarify the cases in P1. We provide CRs in [1][2] for NR, and suggest RAN2 to adopt them to avoid unexpected UE behaviour and confusion to the readers. 
[bookmark: _GoBack]Proposal 2: Add Note in TS 38.331 to clarify as proposed in P1; 1) and 2) in [1] for Rel-15 and 1) - 3) in [2] for Rel-16.
3. Conclusion
In this contribution, we provide the issue of timer expiry after RRCRelase reception, and have the following observations and proposals:
Observation 1: Due to the delay in processing of RRC Release procedure, several timers may expire after the reception of RRCRelease message.
Observation 2: If T380 expires after RRCRelease reception, the UE should not initiate RRC Resume procedure.
Observation 3: No issue is caused by T350 expiry after RRCRelease reception.
Observation 4: If T319 expires after RRCRelease reception, the UE should not perform the procedure upon going to RRC _IDLE state.
Observation 5: No issue is caused by T390 expiry after RRCRelease reception.
Observation 6: If T316 expires after RRCRelease reception, the UE should not initiate RRC re-establishment procedure. 
Observation 7: No issue is caused by T331 expiry after RRCRelease reception.

Proposal 1: RAN2 confirm that:
4) If T380 expires after RRCRelease reception, the UE should not initiate RRC Resume procedure.
5) If T319 expires after RRCRelease reception, the UE should not perform the procedure upon going to RRC _IDLE.
6) If T316 expires after RRCRelease reception, UE should not initiate RRC re-establishment procedure. 
Proposal 2: Add Note in TS 38.331 to clarify as proposed in P1; 1) and 2) in [1] for Rel-15 and 1) – 3) in [2] for Rel-16.
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