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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
The following agreements were made for CHO, DAPS HO and SHR at RAN2#114-e meeting [1]
	Agreements on CHO:
1	To represent Timer C, i.e. the “Time elapsed between the first CHO execution and the corresponding latest CHO configuration received for the selected target cell” introduce a new timer, e.g. timeSinceCHOReconfig.
2	To represent the measurement results of the candidate target cells:
	Reuse the measResultNeighCells in the RLF-Report, and include an indication (depending RAN3 conclusion) on whether a measured neighbour cell was configured as a CHO candidate or not.
Agreements:
5	For CHO, the reestablishmentCellID in the RLF-Report is used to represent the CellID in which the UE attempted the second reestablishment after failure of the CHO recovery failure following an HOF/RLF.
6	For CHO, the reestablishmentCellID is also used to represent in the RLF-report the cellID of the cell in which the UE attempted the (first) reestablishment if such cell is a non-CHO candidate cell.
8	RAN2 to include in the RLF report the following parameters for CHO failure cases:
	a.	failedPCellId is reused to indicate the cell where the first connection failure is detected in case of CHO
	b.	previousPCellId to include the source cell identity if the first failure is a HOF or CHOF
	c.	C-RNTI
	d.	rlf-cause if the first failure is RLF
	e.	noSuitableCellFound
10	For scenarios that two connection failures happened, the connection failure corresponds to the first failure. Separate IEs will be used for the two failures
7	For CHO, it is confirmed that a new CHOCellID is introduced in the RLF-Report to represent the CHO candidate cell selected after the first connection failure and before the reestablishment.

Agreements on DAPS:
24	For DAPS, the timeSinceFailure represents “the time elapsed since the last connection failure” (irrespective of whether that is in source or target).
26	For DAPS, the failedPCell and reestablishmentCellID in the RLF-report are reused as in legacy.
28	For DAPS, scenarios 2b/2c and 3b/3c are merged.

Agreements on SHR:
31	The UE does not log SHR if no triggering conditions are configured.
32	The UE generates Successful HO report upon exceeding thresholds on T310, T312 and T304 exceed also for CHO case (in addition to regular HO)
34	The UE indicates in the SHR which triggering conditions for generating the SHR were fulfilled, e.g. flag for T310, T304, T312 indications.
35	Include in the SHR, the latest radio link quality of neighbour cells before HO execution for all HO types.
36	For location config/reports for SHR, location info for RLF report can be reused.
38	UE logs successful HO report in case prior configuration is received for successful HO report (interested trigger and corresponding configuration), otherwise UE doesn’t store successful HO report.
39	The varSuccHOReport is introduced to store the parameters for successful HO report.
40	The UE includes the availability of successful HO report to NW in each completed message send in RRC procedure, i.e., RRCReconfigurationComplete, RRCReestablishmentComplete, RRCSetupComplete, RRCResumeComplete message if it has available successful HO report to be reported.
41	UEInformationRequest/UEInformationResponse message is used for successful HO report request and report.
42	The UE only stores the latest SHR entry.
43	The SHR scenario 3b, i.e. “Successful HO completion, but RLF in source during DAPS HO” is part of the SHR.
44	The SHR scenario 2c, i.e. “Successful CHO recovery while initial failure” is part of the RLF-Report.



In this paper, we would like to discuss the RAN3 LS on UE context, and some remaining issues related to DPAS and SHR.
2. Discussion
2.1. [bookmark: _Ref47431626]CHO - On UE context keeping in the source cell
RAN2 previously sent an LS [2] to RAN3, kindly asking RAN3 to discuss whether the source cell will keep the UE context. In case RAN3 determines that the UE context could be maintained, at least be kept until the RLF report is received by the source cell, the UE is not required to report the candidate cell list and CHO execution condition(s) in the RLF report. 
So overall, there are two options on the table, UE-based and network-based solutions. The former option depends on the UE to report CHO relevant information while the latter one requires network to maintain the UE context. However, the reply LS from RAN3 in [3] does not conclude which option to adopt:
	1. Overall Description:
RAN3 thanks RAN2 for the LS on UE context keeping in the source cell.
RAN3 has discussed the UE context handling and retention at the source node after HO, and concluded that it is not mandated that the source node stores the UE context.
RAN3 is also discussing network-based solutions. However, RAN3 has not reached any agreement so far.

2. Actions:
To RAN2 group.
ACTION: 	RAN3 respectfully asks RAN2 to take the above into account for further work


According to the reply LS, source node is able to store the UE context for a period of time, but how long the source node will keep the UE context is left to implementation.
Observation 1 [bookmark: _Ref78470165]Source node is able to store the UE context for a period of time, but how long the source node keeps the UE context is unspecified.
From UE vendor’s perspective, if the CHO relevant information is needed by network node and the node is also able to fetch/store such information, we prefer to avoid sending duplication information from the UE that is/could be available in the network. In this sense, not only the UE storage and power consumption is saved but also the radio resource can be more efficiently utilized.
Observation 2 [bookmark: _Ref78470170]Network-based solution not only saves UE storage and power consumption, but also makes more efficient use of radio resources.
[bookmark: _Ref78470174]RAN2 to confirm that the network-based solution on UE context keeping is preferred, the detailed solution is within RAN3’s realm.
There are several ways to achieve the network-based solution, for instance, the source node could be mandated to always store the UE context (or maybe only CHO relevant information) until it receives the RLF report from other node. Given that RLF report is not always requested immediately by network when UE transits to RRC_CONNECTED state, the source node may need to keep the UE context for a significantly long time until it receives the RLF report from another node. Worse still, the RLF report may even not be fetched by network at all (and then be discarded by UE itself), which in turn would burden the storage capacity of source node. One feasible method to solve this dilemma is to specify a timer for the source node to keep the UE context, any RLF report received out of this time window will not be used for CHO optimization (since the UE context has been deleted by source node). The value of the specified timer should be either too small or too large, for further optimization of the scenarios, another aspect could be taken into account is to reduce the time spent on fetching the CHO-related RLF report. Assume that the CHO-related RLF report can be requested as soon as possibly when the UE transits the RRC_CONNECTED state, the source node could be able to shorten the time window of storing relevant information. However, currently only a single flag (rlf-InfoAvailable-r16) is used to indicate the existence of RLF report, with no differentiation on the type of the RLF report (normal RLF report vs. CHO-related RLF report), if the UE can signal the existence of CHO-related RLF report with an additional flag, then network can be aware of the importance/priority of the RLF report and contrive to fetch such a report at the earliest opportunity. Nevertheless, how does the source node achieve the purpose and whether to pursue further optimization falls within RAN3’S realm, but RAN2 should first decide its preference on UE-based and network-based solutions.
Observation 3 [bookmark: _Ref78470262]The source node could be mandated to always store the UE context until it receives the RLF report from another node. However, the source node may need to keep the UE context for a significantly long time as RLF report is not always requested immediately by network when UE transits to RRC_CONNECTED state. Worse still, the RLF report may even not be fetched by network at all (and then be discarded by UE itself).
Observation 4 [bookmark: _Ref78470265]One feasible method to solve this dilemma is to specify a timer for the source node to keep the UE context, any RLF report received out of this time window will not be used for CHO optimization.
Observation 5 [bookmark: _Ref78470267]To shorten the time window of storing relevant information, CHO-related RLF report should be requested as soon as possibly when the UE transits the RRC_CONNECTED state.
Observation 6 [bookmark: _Ref78470273]If the UE can signal the existence of CHO-related RLF report with an additional flag, then network can be aware of the importance/priority of the RLF report and contrive to fetch such report at the earliest opportunity.
[bookmark: _Ref71557083]If network-based solution is adopted, RAN2 to discuss whether it is needed to introduce an additional flag to distinguish normal RLF report from CHO-related RLF report, so that NW can promptly fetch such report.
2.2. DAPS - Signalling model (rlf-report vs. failureInformation)

	From RAN2#114-e:

[bookmark: _Hlk65234846]FFS: 27 The existing FailureInformation message associated to DAPS failure is not enhanced for SON purposes.




This issue was firstly brought up at RAN2#112-e meeting, companies’ views split with regard to whether to include more information on the legacy FailureInformation message. Also, in the post email discussion [2], several companies felt like this issue should be postponed because it depends on whether the UE can report the RLF later. The argument is that RLF related information of DAPS HOF could be replaced by subsequent newly occurred RLF related information, if it is not retrieved by the network in time, it will be lost. Therefore, it is suggested to carry the RLF related information in the legacy FailureInformation message.
However, we hold a different view on this argument. If UE experienced an RLF during DAPS HO, it may fallback to the source cell and report the FailureInformation message in case the connection towards source cell is still in good conditions. In this case, even though that FailureInformation message does not contain the RLF related information, the NW can be aware of that an RLF has occurred and tried to retrieve the RLF report before any replacement occurs.
While in case the source connection is broken, UE would perform re-establishment instead. Note that there is no access for UE to send the FailureInformation message, if the RLF related information is included in the legacy FailureInformation message, then it will not be sent to UE at all. But if such information is stored in RLF report separately, then when UE comes back to CONNECTED state, the failure information will be signalled to NW. Thus the argument that the RLF related information might be replaced does not hold.
Observation 7 [bookmark: _Ref71380922]The argument for the support of enhancing FailureInformation with RLF related information is that RLF related information of DAPS HOF could be replaced by subsequent newly occurred RLF related information, there is a risk that the failure information will be lost if it is not retrieved by the network timely.
Observation 8 [bookmark: _Ref71380924]In case the connection towards source cell is still in good conditions, UE experienced RLF during DAPS HO would fallback to the source cell and report the FailureInformation message, even though FailureInformation message does not contain the RLF related information, the NW can be aware of that an RLF has occurred and tried to retrieve the RLF report before any replacement occurs.
Observation 9 [bookmark: _Ref71380928]In case the source connection is broken, UE would perform re-establishment instead. Note that there is no access for UE to send the FailureInformation message, if the RLF related information is included in the legacy FailureInformation message, then it will not be sent to UE at all. But if such information is stored in RLF report separately, then when UE comes back to CONNECTED state, the failure information will be signalled to NW.
In the following, we would like to discuss further why no information is needed in the legacy FailureInformation message. 
Note that the intention of the legacy FailureInformation message is to limit the amount of information transferred within the FailureInformation message, which is used by the UE to signal the fallback to the source cell. Since the signal is likely to be sent when the UE is in poor coverage conditions, it is important to make it as light as possible so that to guarantee the successful delivery of the message.
Observation 10 [bookmark: _Ref68196580]The failureInformation message is likely to be sent when the UE is in poor coverage conditions, therefore the message was designed as light as possible to gurantee the successful delivery of the message.
Secondly, the DAPS HO failure report, similar to the other reports, is for the purpose of optimization and it is not delay-sensitive, we don’t see the need to send the report immediately after the failure event. Besides, currently the reports are all kept in UEInformationResponse message, it is not beneficial for future maintenance if a different message is used to include the DAPS failure report.
Observation 11 [bookmark: _Ref61338671]The DAPS HO failure report is not time-critical and consequently the report does not need to be sent immediately after the failure event. 
Given the above observations, we think the legacy FailureInformation message should not be burdened by any inclusion of further information. 
[bookmark: _Ref68196653][bookmark: _Ref61338706]For the case of failed DAPS handover to the target cell but successful fallback to source, no further information is needed in the legacy FailureInformation message.
[bookmark: _Ref68196663]The DAPS-related HO failure report is delivered in rlf-Report via UEInformationResponse.
The availability indication of RLF report is carried within some UL RRC messages at every transition to RRC Connected mode. But in case the UE falls back to the source cell during DAPS HO, the availability of the DAPA failure report cannot be indicated to the NW via the legacy mechanism as there is no transition of RRC states. 
Observation 12 [bookmark: _Ref61338685]The availability of the DAPA failure report cannot be indicated to the NW via the legacy mechanism as there is no transition of RRC states.
In order to signal the existence of the DAPS failure report, the failureInformation message can be enhanced with a flag, or to modify the field description of daps-failure implying the availability of rlf-Report.
[bookmark: _Ref61338718]RAN2 to consider one of the following enhancements to failureInformation: 
a) [bookmark: _Ref61338732]to add a flag denoting the availability of rlf-Report;
b) [bookmark: _Ref61338736]to modify the field description of daps-failure implying the availability of rlf-Report.
2.3. SHR – Triggering conditions
As stated in the post-email discussion [4], the triggering conditions are:
	
	Triggering condition of SHR

	1
	Upon exceeding thresholds on T310

	2
	Upon exceeding thresholds on T312

	3
	Upon exceeding thresholds on T304

	4
	The UE does not log SHR if no triggering conditions are configured


For the open issue “30 RAN2 to further discuss configuration aspects of T310/T312/T304 thresholds for SHR triggering conditions.”, it can be seen that thresholds may need some discussions. There are 3 options:
· Option 1: Thresholds for T310/T312/T304 can be defined the same as existing values. For example, the thresholds for T310 are one of {ms0, ms50, ms100, ms200, ms500, ms1000, ms2000, ms4000, ms6000}
· Option 2: Thresholds for T310/T312/T304 can be defined and only some of existing values are used, and FFS on specific values. For example, the thresholds for T310 are one of {ms100, ms1000}
· Option 3: Defines new values for Thresholds for T310/T312/T304 (which are not listed in existing values), or mix of existing values and new values. For example, the thresholds for T310 are one of {ms100, ms1000, ms5000}, ms100 and ms1000 are from existing definitions and ms5000 is a new value
The majority view for this open issue is to go with option 3, where the Thresholds are not restricted with existing values so that it offers more flexibility. However, it is still unclear that which values should be specified for the triggering of SHR. Since T310/T312/T304 all have different range of values, if RAN2 decides to specify thresholds for each specific timer value, a tremendous of specification efforts are needed. 
	t310  ENUMERATED {ms0, ms50, ms100, ms200, ms500, ms1000, ms2000, ms4000, ms6000},
t304  ENUMERATED {ms50, ms100, ms150, ms200, ms500, ms1000, ms2000, ms10000},
T312-r16 ::=   ENUMERATED { ms0, ms50, ms100, ms200, ms300, ms400, ms500, ms1000}


For instance, the threshold to trigger SHR should be under 500ms, assume gNB sets T304 to 500ms. Therefore, we need to design a series of thresholds under the category of 500ms, such as T304_500_Threshold = {100, 200, 300, 400}. But this set of thresholds may not be suitable for the other candidate values of T304, e.g., when T304 is set to 100ms, another set of values should be defined for T304_100_Threshold. This implies each of the candidate value of T304 should be associated with a dedicated set of thresholds, the benchmark for designing these values may even vary from case to case. However, this is not the end as we still have two more timers (T310 and T312) that should be taken into account. In short, to define specific values for each candidate timer value would somehow lead to the use of a bunch of new IEs sharing redundant functions of indicating the triggering conditions.
Observation 13 [bookmark: _Ref78470474]If explicit values are used, each of the candidate value of timer (T310/T312/T304) needs to be associated with a dedicated set of thresholds (for triggering SHR), a tremendous of specification efforts are needed.
Observation 14 [bookmark: _Ref78470477]To define specific values for each candidate timer value would somehow lead to the use of a bunch of new IEs sharing redundant functions of indicating the triggering conditions.
The use of percentage, as also suggested by other companies, is a simple and elegant method to achieve the same goal. One specific example is given below for further illustration:
a) Define a series of percentages in a new IE, such as Threshold_SHR = {80%, 60%, 40%};
b) NW configures a specific T310 and a specific Threshold_SHR to UE, e.g., T310 = ms50, Threshold_SHR = 80%, then the real threshold for triggering the SHR is 50*80% = 40ms;
c) In this manner, we only need to define a single IE to enable different thresholds for all candidate T310 values. That means one can utilize the same IE (Threshold_SHR) to derive the threshold no matter T310 is set to 50/100/200/500ms…
d) Further, the IE Threshold_SHR could be varied for different timers or could be used as a common threshold for T310/T312/T304. 
· For the former case, there will be different percentage IEs such as Threshold_SHR_T310, Threshold_SHR_T312 and Threshold_SHR_T304, the presence of the percentage IE can also signify whether this type of SHR should be logged by UE. 
· While for the latter case, only a single percentage IE Threshold_SHR is used, some additional flags (such as Triggering_T304_SHR) might be needed to indicate whether UE should create the relevant SHR.
[bookmark: _Hlk78469670]With the above scheme, the signalling cost can be reduced to a minimum degree, also, the threshold design of all three timers (including all candidate values for each timer) is unified.
Observation 15 [bookmark: _Ref78470529]The advantages of defining an IE with a series of percentages to indicate the triggering conditions of SHR are:
a) [bookmark: _Ref78470572]only need to define a single IE to enable different thresholds for all candidate timer values (i.e., the same IE can be used to derive different threshold no matter T310 is set to 50, 100, 200 or 500ms);
b) [bookmark: _Ref78470575]the signalling cost can be reduced to a minimum degree, and the threshold design of all three timers (including all candidate values for each timer) is also unified
[bookmark: _Ref78470544]Define an IE with a series of percentages to indicate the triggering conditions of SHR, the exact threshold is derived by multiplying the indicated percentage and configured timer value. 
[bookmark: _Ref78471464]The IE with a series of percentages could be different for T310/T312/T304 or could be used as a common IE.
3. Conclusion
In this paper, the following observations and proposal are given:
CHO relevant
Observation 1	Source node is able to store the UE context for a period of time, but how long the source node keeps the UE context is unspecified.
Observation 2	Network-based solution not only saves UE storage and power consumption, but also makes more efficient use of radio resources.
Observation 3	The source node could be mandated to always store the UE context until it receives the RLF report from another node. However, the source node may need to keep the UE context for a significantly long time as RLF report is not always requested immediately by network when UE transits to RRC_CONNECTED state. Worse still, the RLF report may even not be fetched by network at all (and then be discarded by UE itself).
Observation 4	One feasible method to solve this dilemma is to specify a timer for the source node to keep the UE context, any RLF report received out of this time window will not be used for CHO optimization.
Observation 5	To shorten the time window of storing relevant information, CHO-related RLF report should be requested as soon as possibly when the UE transits the RRC_CONNECTED state.
Observation 6	If the UE can signal the existence of CHO-related RLF report with an additional flag, then network can be aware of the importance/priority of the RLF report and contrive to fetch such report at the earliest opportunity.
Proposal 1	RAN2 to confirm that the network-based solution on UE context keeping is preferred, the detailed solution is within RAN3’s realm.
Proposal 2	If network-based solution is adopted, RAN2 to discuss whether it is needed to introduce an additional flag to distinguish normal RLF report from CHO-related RLF report, so that NW can promptly fetch such report.
DAPS relevant
Observation 7	The argument for the support of enhancing FailureInformation with RLF related information is that RLF related information of DAPS HOF could be replaced by subsequent newly occurred RLF related information, there is a risk that the failure information will be lost if it is not retrieved by the network timely.
Observation 8	In case the connection towards source cell is still in good conditions, UE experienced RLF during DAPS HO would fallback to the source cell and report the FailureInformation message, even though FailureInformation message does not contain the RLF related information, the NW can be aware of that an RLF has occurred and tried to retrieve the RLF report before any replacement occurs.
Observation 9	In case the source connection is broken, UE would perform re-establishment instead. Note that there is no access for UE to send the FailureInformation message, if the RLF related information is included in the legacy FailureInformation message, then it will not be sent to UE at all. But if such information is stored in RLF report separately, then when UE comes back to CONNECTED state, the failure information will be signalled to NW.
Observation 10	The failureInformation message is likely to be sent when the UE is in poor coverage conditions, therefore the message was designed as light as possible to gurantee the successful delivery of the message.
Observation 11	The DAPS HO failure report is not time-critical and consequently the report does not need to be sent immediately after the failure event.
Observation 12	The availability of the DAPA failure report cannot be indicated to the NW via the legacy mechanism as there is no transition of RRC states.
Proposal 2	If network-based solution is adopted, RAN2 to discuss whether it is needed to introduce an additional flag to distinguish normal RLF report from CHO-related RLF report, so that NW can promptly fetch such report.
Proposal 3	For the case of failed DAPS handover to the target cell but successful fallback to source, no further information is needed in the legacy FailureInformation message.
Proposal 4	The DAPS-related HO failure report is delivered in rlf-Report via UEInformationResponse.
Proposal 5	RAN2 to consider one of the following enhancements to failureInformation:
a) to add a flag denoting the availability of rlf-Report;
b) to modify the field description of daps-failure implying the availability of rlf-Report.
SHR relevant
Observation 13	If explicit values are used, each of the candidate value of timer (T310/T312/T304) needs to be associated with a dedicated set of thresholds (for triggering SHR), a tremendous of specification efforts are needed.
Observation 14	To define specific values for each candidate timer value would somehow lead to the use of a bunch of new IEs sharing redundant functions of indicating the triggering conditions.
Observation 15	The advantages of defining an IE with a series of percentages to indicate the triggering conditions of SHR are:
a) only need to define a single IE to enable different thresholds for all candidate timer values (i.e., the same IE can be used to derive different threshold no matter T310 is set to 50, 100, 200 or 500ms); 
b) the signalling cost can be reduced to a minimum degree, and the threshold design of all three timers (including all candidate values for each timer) is also unified
Proposal 6	Define an IE with a series of percentages to indicate the triggering conditions of SHR, the exact threshold is derived by multiplying the indicated percentage and configured timer value.
Proposal 7	The IE with a series of percentages could be different for T310/T312/T304 or could be used as a common IE.
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