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1	Introduction
This contribution discusses several aspects of transmission reliability for MBS: PDCP operations, measurement gaps and forward error correction.
2	PDCP Operations
2.1	Receive Window
In NR reordering of PDUs takes place at PDCP only and RLC limits itself to reorder possible segments. To prevent the receiver from stalling forever in case of gaps, a reordering timer (t-Reordering) was introduced. This means that any missing PDCP PDU will stall the re-ordering window. This differs from LTE where when the UE receives a PDCP SDU, it delivers it to higher layer together with all PDCP SDUs with lower SNs regardless of possible gaps and in ascending order of the SNs.
Observation 1: unlike in LTE, any gap in in the receive SN sequence of PDCP PDUs will stall the reordering window until a reordering timer expires.
The corresponding behaviour specified in 38.323 is quoted below for reference:
	When t-Reordering expires, the receiving PDCP entity shall:
-	deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before:
-	all stored PDCP SDU(s) with associated COUNT value(s) < RX_REORD;
-	all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from RX_REORD;
-	update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value >= RX_REORD;
-	if RX_DELIV < RX_NEXT:
-	update RX_REORD to RX_NEXT;
-	start t-Reordering.



When it comes to the handling of possible losses, while we should aim at minimising them, it may not always be possible or even desired for instance during mobility events, or when a UE lacks too far behind to catch up with an ongoing PTM transmission. To avoid stalling the re-ordering window when losses occur, the LTE behaviour should be followed i.e. deliver to upper layers:
-	all stored PDCP SDU(s) with an associated COUNT value less than the COUNT value associated with the received PDCP SDU;
-    all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP SDU.
This would be a one-shot-operation, and once completed, the window would then switch back to the current behaviour for NR.
Proposal 1: PDCP receive window should temporarily follow the LTE behaviour when ordered to do so by the gNB i.e. deliver to upper layers 1) all stored PDCP SDU(s) with an associated COUNT value less than the COUNT value associated with the received PDCP SDU; and 2) all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP SDU.
2.2	Split Bearer
When two RLC entities are configured for the same bearer (split bearer) in AM mode, and the same data is provided to those two RLC entities (duplication or error recovery), the first RLC AM entity aware of successful delivery to its peer signals it locally to the transmitting PDCP entity, which in turns indicates “to the other AM RLC entities to discard the duplicated PDCP Data PDU”. RLC then proceed with the discard “if neither the RLC SDU nor a segment thereof has been submitted to the lower layers.” Indeed, once the transmissions of an RLC SDU has started, RLC AM has no choice but to complete its successful delivery with as many NACKs and retransmissions as it takes. Thus, even if a PDCP PDU is known as successfully delivered, there is no possibility to stop the ongoing transmission of the corresponding RLC PDU(s).
Observation 2: in case of split bearers with RLC AM entities, even if a PDCP PDU is known as successfully delivered, there is no possibility to stop the ongoing transmission of the corresponding RLC PDU(s).
3GPP TS 38.323 states that “for split bearers or for RBs configured with PDCP duplication, each PDCP entity is associated with two UM RLC entities (for same direction), four UM RLC entities (two for each direction), or two AM RLC entities”. In other words, the RLC modes of all the RLC entities associated with the same PDCP entity shall be identical i.e. either UM or AM. Obviously, one of the differences between an RLC entity configured in AM mode and an RLC entity configured in UM mode is the ability for the AM entity to be aware of the successful delivery of a PDU while in UM mode, the PDUs are only known as delivered to lower layers. As a result, in case of split bearer operation with an RLC entity in UM and an RLC entity in AM mode (as now being considered for PTM and PTP), there is no possibility for the RLC AM entity to benefit from the UM path of the data transmission.  For MBS, this significantly reduces the usefulness of unicast-assisted multicast [R2-2102313].
Observation 3: in case of split bearers involving an RLC entity in AM mode (PTP) and an RLC entity in UM mode (PTM), there is no possibility for the RLC AM entity to benefit from the UM path of the data transmission.
Instead of only relying on local communication between TX entities (as currently specified between PDCP and RLC), also using local communication between RX entities would solve the issues resulting from observations 2 and 3. Indeed, if, in response to receiving a PDCP PDU from an RLC AM entity, a PDCP entity indicated other PDCP PDU already received (from other RLC entity/-ies) it would then be possible to always benefit from a UM path, and to stop ongoing (but useless) RLC PDU transmissions. For example, PDCP could indicate to an RLC AM entity that delivered a PDCP Data PDU, that all RLC SDUs with SN lower than the SN of the SDU carrying this PDCP Data PDU can be acknowledged. The RX RLC entity would then normally acknowledge the corresponding PDUs to the TX RLC entity.
Applied to MBS, this would allow a mode of operation efficiently combining RLC UM on PTM and RLC AM on PTP where all PDCP PDUs are submitted for transmission to both legs (as in duplication), but where not all PDCP PDUs are actually transmitted on the PTP leg: for each PDCP PDU received by RLC AM on the PTP leg, a status report can be triggered, taking into account PDCP PDUs already indicated as received by the PDCP entity when delivering that PDCP PDU. By acknowledging those PDUs to the transmitter, only the missing PDUs will then follow on the PTP leg.
Compared to previous schemes discussed to introduce RLC AM on PTM [R2-2100353] [R2-2100319], the only drawback is that even when the RLC UM leg performs perfectly and manages to deliver all PDCP PDUs, periodic transmission of one PDCP PDU on the PTP leg would still be needed to clear the TX buffers (once per window size). Configuring an RLC AM leg when RLC UM is known to be good enough does not seem like a likely scenario though so this should not be an issue in practise. Furthermore, both approaches rely on status reports being sent on the PTP leg but by not having RLC AM on PTM, the inherent complexity increase related to that is avoided and RLC transmissions on the PTM leg cannot be stalled by one bad UE.
Proposal 2: PDCP indicates to RX RLC that delivered a PDCP Data PDU, that all RLC SDUs with SN lower than the SN of the SDU carrying this PDCP Data PDU can be acknowledged when possible.
3	Measurement Gaps
Measurement gaps are provided to UE in RRC_CONNECTED to measure neighbouring cells. Whether a measurement is non-gap-assisted or gap-assisted depends on the capability of the UE, the active BWP of the UE and the current operating frequency. This baseline mechanism was further enhanced in Rel-16 by introducing NeedForGap as the UE capability to perform gapless measurement not only depends on the current band combination but also other L1 parameters that may occupy some baseband resource (e.g. number of MIMO layers).
When multiple UEs requiring measurement gaps receive the same MBS service via group scheduling (i.e. PTM transmission though G-RNTI) arise the question of how to handle these measurement gaps. We can think of three different alternatives:
1.	Common gap without MBS transmission: the measurement gaps of all UEs are configured to overlap and MBS data transmission stops during that one gap.
2.	Common gap with MBS transmission: the measurement gaps of all UEs are configured to overlap but MBS data transmission does not stop during that one gap. 
3.	Dedicated gap with MBS transmission: gaps are individually configured and MBS data transmission does not stop for each individual gap. 
NOTE:	Dedicated gaps without transmission is obviously not an option as it would leave very little time available for MBS data transmission, if any.
The first alternative is feasible but unfair as the worst UE will govern the throughput and latency of all UEs. The second and third alternatives do not exhibit the same drawback but UEs having to apply measurement gaps will suffer losses unless retransmissions are separately scheduled. So let us investigate this point.
For the retransmissions of PDUs originally sent via group scheduling and targeting multiple UEs (the ones having used a measurement gap), we believe that group scheduling should also be used. Indeed, the very same reasons and benefits justifying the use of group scheduling for the first transmission also apply to retransmissions as soon as multiple UEs need to receive that retransmission. This favours the 2nd alternative with retransmissions being typically needed for multiple UEs. Such retransmissions would naturally be blind PDCP retransmissions not relying on any UE feedback: the network only assumes that the gap was used and schedules retransmissions to compensate for the corresponding losses.
Proposal 3: Blind PDCP retransmissions to compensate for missed PTM transmissions due to measurement gaps also relies on group scheduling.
This could be achieved by the configuration of a second G-RNTI, which would then schedule retransmissions of MBS transmission overlapping with a common measurement gap. Only UEs having used the gap would decode these retransmissions.
4	Forward Error Correction
Forward Error Correction (FEC) protects against losses and typically allows a given number of packets to be lost. The stronger the coding, the stronger the protection and the larger the number of packets which can be lost. Let us consider a simple duplication scheme as FEC, in this case, only one packet can be lost: either the original, or the duplicate. If both packets are lost, the original content cannot be recovered. IETF defines a FEC framework in RFC 6363 where one or more application data units (ADUs) are combined into a source block (which may be divided into several source packets for transport) and a FEC scheme provides one or several repair symbols which can be transported in one or several repair packets.
SA2 describes MBS data transmission as follows [23.757]:
-	Initially, the content is transmitted from the content provider to the MBSU.
-	The MBSU processes the received data (e.g. applies FEC, raptor codes, etc.).
-	The MBSU forwards the multicast data (i.e. the processed data) to the MB-UPF.
-	The MB-UPF sends the forwarded data using the associated tunnel to the NG-RAN nodes.
-	The NG-RAN node transmits the data over the air using over-the-air PTM bearers, which is received by the UE.
For FEC, SA2 also states that “two outgoing streams are created for one incoming stream: a main stream and a repair stream. If several content streams are received, they will be transmitted as several outgoing streams…”
Observation 2: MBS data provided to the RAN can be protected by Forward Error Correction (FEC).
When a FEC is used, not all PDCP SDUs have to be successfully transmitted and losses should be allowed. This is currently not possible since a Radio Bearer is either configured to tolerate no losses (with RLC AM) or to allow any (with RLC UM). As a result, there is no possibility to benefit from FEC when RLC AM is used. This is especially problematic for PTM transmissions where having all retransmissions individually handled via PTP might potentially reduce the attractiveness of PTM for reliable delivery. By relying on a FEC to recover from (most) errors on the PTM path, the need for individual retransmissions via RLC AM on the PTP path would decrease. 
Observation 3: When FEC is used for MBS, not all PDCP SDUs have to be received.
Retransmissions in the RAN should only be triggered when the FEC is known not to be able to compensate the corresponding losses. In other words, only when the FEC is known not to be able to compensate for losses, retransmissions are triggered.
Proposal 4: When FEC is used for MBS, only when it is known not to be able to compensate for losses, RAN retransmissions take place.
5	Conclusion
This contribution has discussed reliable transmission for MBS and proposed the following:
Proposal 1: PDCP receive window should temporarily follow the LTE behaviour when ordered to do so by the gNB i.e. deliver to upper layers 1) all stored PDCP SDU(s) with an associated COUNT value less than the COUNT value associated with the received PDCP SDU; and 2) all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP SDU.
Proposal 2: PDCP indicates to RX RLC that delivered a PDCP Data PDU, that all RLC SDUs with SN lower than the SN of the SDU carrying this PDCP Data PDU can be acknowledged when possible.
Proposal 3: Blind PDCP retransmissions to compensate for missed PTM transmissions due to measurement gaps also relies on group scheduling.
Proposal 4: When FEC is used for MBS, only when it is known not to be able to compensate for losses, RAN retransmissions take place.

