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1 Introduction
Routing and re-routing issues have been discussed in previous RAN2 meetings. The topics include local re-routing, inter-donor-DU re-routing, inter-CU routing for topology redundancy, etc. 
In RAN2 #113e, some agreements on re-routing are [1]:

· Type-2 RLF indication may be used to trigger local re-routing 

· Local re-routing can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.
· RAN2 considers inter-donor-DU local re-routing to be in scope
In RAN2#114e, some agreements on (re-)routing are [2]:

· RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4

· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)
· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.)
· If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. The detail of local re-routing and whether/how the action on type-2 indication is configurable is FFS.

Many further details are left for discussion on local re-routing, such as detailed triggers, how to select alternative routes, what can be configured by donor-CU and so on.
Inter-donor-DU local re-routing in Rel-17 IAB has been adopted and details are FFS. In RAN3#111e meeting[3], it has been agreed that inter-donor-DU re-routing can be used to address UL packet loss and unnecessary transmissions to reduce the service interruption during the intra or inter donor topology adaptation. RAN3 has sent LS[4] to RAN2 on how to achieve routing ID towards the new donor-DU for the re-routed packets. RAN2 should consider the details of re-routing to address the problem of UL data loss.
Inter-donor routing issues for topology redundancy scenario has been discussed in both RAN2 and RAN3. The BAP header rewriting based on BAP routing ID has been agreed. The details are still to be discussed, like how to set the destination BAP address, how to configure the routing ID mapping table at boundary node.

In this contribution, we would like to discuss these open issues on routing and re-routing.
2 Discussion 
2.1 Local re-routing

Data rate variations on different routes can result in congestion on some routes even when other available routes to same destinations have capacity. In current specification, any given unit of data is committed to a single route. Even with multiple route choices, the lack of global information on re-routing restricts the routing flexibility to avoid congested paths or backhaul links with poor link performance.

Local routing refers to local decision making to re-route for the purpose other than RLF. Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries are already supported for re-routing at RLF in Rel-16. Therefore, local routing between IAB nodes can be fully supported with the introduction of enhancements (e.g., local routing priorities) for RLF recovery, congestion mitigation, and load balancing in Rel-17. It is important to work out what is decided locally and/or decided by the Donor CU. 
2.1.1 Triggers of local re-routing
Tiggered by type-2 BH RLF indication:
As indicated in the first section, it has already been agreed in previous RAN2 meeting.


Triggered by flow control indication:
The second trigger condition is the traffic congestion. When a flow control feedback is received from a child node, indicating the congestion is happening at the child node, the local re-routing decision can be made. The detailed trigger can be follows:

•
If flow control feedback is per BH RLC channel and the available buffer size of a BH RLC channel is below a certain level, re-route DL traffic for BAP PDU that would be originally mapped to this BH RLC channel. 

•
If flow control feedback is per routing ID and the available buffer size of a routing ID is below a certain level, re-route DL traffic for BAP PDU with this routing ID in the BAP header.

For the re-routing triggered by per BH RLC channel flow control, the re-routing granularity is per BH RLC channel. However, we think the IAB node should choose egress BH RLC channel on another egress link. In another word, it is not suggested to use another BH RLC channel on the same egress link. The reason is that the congestion may be due to a bad link quality on the current egress link, and in addition the other BH RLC channel on the same egress link may not have the same QoS configuration of this BH RLC channel. The BH RLC channel mapping on different links is already (or should be) configured by donor-CU. The re-routing can still use the alternative routes configured by donor-CU, similar to per routing ID re-routing. In this way, the QoS parameters for re-routed data are consistent. In summary, we don’t break the BH RLC channel mapping configuration.
The trigger condition does not differentiate whether this flow control feedback is due to the buffer load exceeding a certain level or in response to the flow control polling.

Figure 1 illustrates an example when IAB node5 receives a flow control feedback from its child node (IAB node3), and the threshold condition is met, IAB node5 re-routes DL traffic from path id #1 to path id #2. 
Proposal 1: When IAB node receives a flow control feedback:

•
If flow control feedback is per BH RLC channel and the available buffer size of a BH RLC channel is below a certain level, re-route DL traffic for BAP PDU that would be originally mapped to this BH RLC channel. 

•
If flow control feedback is per routing ID and the available buffer size of a routing ID is below a certain level, re-route DL traffic for BAP PDU with this routing ID in the BAP header.
Proposal 2: For per BH RLC channel re-routing, a BH RLC channel on a different egress link is selected based on BH RLC Channel Mapping Configuration.
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Figure 1. Local re-routing at congestion
Triggered for load balancing:
The third trigger condition is for the purpose of load balancing. It works for both DL and UL, and one of the following options can be used to trigger a local route re-selection: 

Option 1: if the available buffer size of the selected egress BH RLC channel on selected egress link is below a certain level, and the available buffer size of an egress BH RLC channel on another egress link is above a certain level. 

Option 2: if the available buffer size of a routing ID is below a certain level, and the available buffer size of another routing ID with the same BAP address is above a certain level.

For example, in Figure 2, IAB node2 re-routes UL traffic from path id #1 to path id #2 when the condition on the available buffer size in option 1 or 2 is met.
Proposal 3: Local re-routing can be used for load balancing between egress links/BH RLC channels.
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Figure 2. Local re-routing for load balancing

2.1.2 Route selection
When any of the trigger conditions for local re-routing is met, and BAP routing ID selection is needed at IAB node, the BAP entity shall select an alternative path identity. Routing ID is chosen based on routing configuration provided by the IAB-donor-CU via F1AP signalling. We can add several information in the routing configuration message for each routing ID. This routing configuration message can reuse BAP MAPPING CONFIGURATION message (TS38.473). For every routing ID, there can be optional fields: priority, hops, and average delay.

‘Priority’ is the recommended priority by IAB-donor-CU. For example, a higher number indicates a better performance of this route perceived by Donor-CU. 

‘Hops’ represents the remaining number of hops towards destination indicated by BAP address in routing ID.

‘Average delay’ means the average end-to-end delay for this path observed by donor-CU or through other measurement or/and reporting means.

These additional information in the routing configuration can help IAB node make local decisions for route reselection. For load balancing scenario, routing ID should first meet the available buffer size requirement given in 2.1.1.
Proposal 4: Donor-CU can configure IAB-DU with additional information for each route, such as priority, number of remaining hops, average delay, etc.

2.1.3 Local decision or by donor-CU
Since donor-CU has more information over the whole topology, it is better that donor-CU has a higher authority over IAB node. Donor-CU can re-use ‘priority’ to indicate whether local routing is allowed. In detail, donor-CU configures a routing ID with a field ‘priority’. If this field is 0, it means that this routing ID can only be used at RLF, same behavior as in R16. If it is a number other than 0, it means the priority of this routing ID as described in 2.1.2. In this way, the donor-CU can even disable local re-routing for specific routing IDs, which increase the flexibility of routing management.

Available buffer size thresholds in all trigger conditions can be configured by donor-CU.
Proposal 5: Donor-CU can enable/disable local re-routing for each IAB-node on a per-routing ID basis.
2.2 Inter-donor-DU re-routing
In Rel-16, during the intra-donor migration the IAB-node can release the connection of the source parent node and connect to target parent node. The routing of the migrating IAB-node and the descendant nodes should be re-configured by the donor-CU if the migration is between different donor-DUs. However, some data on source path, i.e., with the destination BAP address of the source donor-DU, may remain in the migration node and descendant nodes after migration. Since inter-donor-DU re-routing is not supported in Rel-16, the data on source path sent via the target path will be dropped by the target donor-DU, which causes unnecessary transmissions. This scenario is depicted in Figure 3.
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Figure 3. UL data loss during IAB migration
It has been agreed by RAN3 that inter-donor-DU re-routing can be used to address the UL packet loss and unnecessary transmissions. The routing ID of data on original path can be changed to reflect the new path. The destination BAP address of re-routed data can be re-written to the BAP address of the new donor-DU and path identity can be changed to adapt to the routing of ancestor nodes on the new path.
In case of single connection, there should be CU configuration for the migrating node to support inter-donor-DU re-routing. The configuration should include routing ID for the re-routing packets on the target path and the UL BH RLC channel used to deliver the packets to the next-hop node. The migrating node rewrites the routing ID of the re-routed packets with the routing ID of the new path, as shown in Figure 4. 
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Figure 4. Re-routing on-the-fly packets in case of single connection 
For inter-donor-DU migration, there are two possible options to re-route the on-the-fly packets:

· Option 1: Use routing ID and UL BH RLC channel configured for F1-C data and non-F1 in RRC Reconfiguration to re-route the on-the-fly packets. 

Pros: The re-routing can be started soon after the migration, in which case the delay of the on-the-fly packets can be reduced as much as possible.

Cons: If all the on-the-fly packets are delivered via the path and UL BH RLC channel for F1-C and non-F1 data, the delay of the F1-C and non-F1 data may be increased. The service interruption will be increased as the configuration for F1-U via the target path is delayed. 
· Option 2: Use routing ID and UL BH RLC channel configured for F1-U to re-route the on-the-fly packets. 
Since the donor-CU will configure the routing ID of target path and the UL BH RLC channels to the next-hop node for each egress BH RLC channel and each UE DRB after the migration on the migrating node, the migrating node can utilize the newly configured routing ID and BH RLC channel to re-route the on-the-fly packets, e.g., utilizing the routing ID and UL BH RLC channel configured for UE DRBs.
Pros: The default UL BH RLC channel for F1-C and non-F1 need not be shared with the on-the-fly packets, so that the F1-C and non-F1 data will not be delayed. The service interruption will not be increased.
Cons: The delivery of the on-the-fly packets should be suspended until the relevant configuration is received by the migrating node since the target path for on-the-fly data may not be delivered before the migration. And the donor-CU may need to configure the routing ID for the on-the-fly packets, i.e., configuring the mapping relationship between the routing ID via the new path and each routing ID of the on-the-fly packets.
To reduce the delay of the on-the-fly packets, the configuration for the on-the-fly packets can be delivered via RRC Reconfiguration before the migration. When the migrating IAB-node completes the random access to the target cell, it can carry out re-routing for the on-the-fly packets. 
Based on above analysis, RAN2 is proposed to discuss which option is to be adopted.
Proposal 6: RAN2 is proposed to discuss the following options for re-routing the on-the-fly packets in case of single connection: 
· Option 1: Use routing ID and UL BH RLC channel configured for F1-C data and non-F1 in RRC Reconfiguration to re-route the on-the-fly packets.
· Option 2: Use routing ID and UL BH RLC channel configured for F1-U to re-route the on-the-fly packets.
A similar scenario is that RLF on one connection is detected by the migrating node with dual-connectivity while the donor-DUs of the two connections are different. If the migrating node delivers the packets whose destination BAP address is on the path via the RLF link directly on the good path, the packets will be dropped because the destination address fails to match. To address this issue, the routing ID of data via the RLF link can be changed to the routing ID of the good path, as illustrated in Figure 5. 
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Figure 5. Re-routing on-the-fly packets in case of dual-connectivity
Re-routing the packets of the path via the RLF link requires Routing ID and BH RLC channel to the parent node on the good path. When RLF is detected on one path, the migrating node reports failure information to the donor-CU. To re-route the on-the-fly packets, the donor-CU may need to add the mapping between the ingress BH RLC channel of the on-the-fly packets and the egress BH RLC channel on the migrating node. To reduce the service interruption, before the re-routing configuration from the donor-CU, the migrating node can utilize the BH RLC channel configured for the traffic via the good path, if any, for the on-the-fly packets.
Proposal 7: The migrating node can utilize the routing ID and the BH RLC channel configured for the data transmitted via the good path, if any, to re-route the on-the-fly packets in case of dual-connectivity. 
RAN3 has agreed to use concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time. When the migrating node completes the random access to the target cell, the migrating node can indicate the descendant nodes to trigger the TNL migration as well as the re-routing of on-the-fly packets. On reception of the indication, the descendant nodes can perform the rerouting, e.g. change the routing ID in the BAP header of the on-the-fly packets to the routing ID of the target path and reuse the existing BH RLC channel mapping relation to deliver the packets. The re-routing in descendant nodes can prevent the on-the-fly packets to be dropped, when re-routing on-the-fly packets is not supported by migrating node. RAN2 needs to discuss whether to support re-routing for the on-the-fly packets in descendant nodes.
Proposal 8: RAN2 is proposed to discuss whether to support re-routing function at descendant nodes.
In case the migrating node is dual-connectivity, when the migrating node detects RLF or fails in re-establishment in one of two connectivity, it can send type-2 or type-4 RLF indication to descendant nodes, the descendant node can consider re-routing the packets which are affected by RLF. However, the descendant nodes do not know which packet should be re-routed. If the re-routing for on-the-fly packets is supported on descendant nodes, the descendant nodes need to be informed of the routing ID to be re-routed, e.g., by the migrating node.  
Proposal 9: If the re-routing for on-the-fly packets in descendant nodes is supported, the descendant nodes need to be informed of the routing ID to be re-routed.
2.3 Inter-donor routing for topology redundancy
The purpose is how to achieve the BAP routing across two different topologies controlled by two donor CUs without routing ID or BAP address collision. The expectation is that inter-donor BAP routing should solve the BAP address allocation problem without limiting the BAP address space controlled by each CU.
Figure 6 illustrates the uplink routing via BAP header re-writing at boundary node, which can be considered as BAP routes concatenation. In Figure 1, the yellow IAB nodes are all terminated to donor-CU1 and the green IAB nodes are terminated to donor-CU2. Assuming the uplink path is from IAB node4 to donor-DU2 and then to donor-CU1 via IP network, the whole procedure for supporting BAP routing is described as follows:

Donor-CU2 needs to notify CU1 on the BAP address of donor-DU2 and the path ID for the path from the boundary node to donor-DU2. No need to avoid BAP address or path ID collision in two topologies. Donor-CU1 generates a virtual BAP address for donor-DU2 in its own space. For both UL and DL, this virtual BAP address is a pseudo BAP address or an alias of the real destination used in the routing ID. It is only used in the first topology before BAP header rewriting and is oblivious to the real destination.

BAP routing entries configured at IAB node3’s descendant nodes (configured by donor-CU1) include Routing ID with donor-DU2’s virtual BAP address and path ID in donor-CU1’s domain. Donor-CU1 uses this BAP routing ID when setting up F1-C traffic and F1-U tunnels at IAB node4 when redundant path is chosen.

Donor-CU1 also needs to configure a BAP routing ID mapping table at the boundary IAB node (IAB node3). This configuration maps (donor-DU2’s virtual BAP address + path ID in CU1’s space) to (donor-DU2’s real BAP address + path ID in CU2’s space). Each time IAB node3 receives an uplink BAP packet, it will check the routing ID mapping table and do the BAP header re-writing if a matched entry is found in the table, and then select the corresponding egress link.

Proposal 10: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

Proposal 11: To support uplink inter-donor topology redundancy, 
· the non-F1-terminating donor sends its donor-DU’s BAP address and the path ID for the path from the boundary node to this donor-DU to the F1-terminating donor;

· the F1-terminating donor generates a virtual BAP address for the non-F1-terminating donor’s DU and uses this virtual BAP address in configuring routing entries in its topology.

Observation 1: The boundary IAB node is configured with a routing ID mapping table for BAP header rewriting. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header into the real BAP address of the non-F1-terminating donor’s DU and the path ID in the non-F1-terminationg donor’s domain.
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Figure 6. Uplink routing for inter-donor topology redundancy
The similar principle can be used for downlink path redundancy. Figure 7 shows an example on the downlink BAP routing for inter-donor topology redundancy. If traffic offload to non-F1-terminating donor is decided for IAB node4, CU1 sends CU2 with the BAP address of IAB node4 and IP header information. CU2 sends CU1 with the virtual BAP address it generated for IAB node4.
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Figure 7. Downlink routing for inter-donor topology redundancy
BAP routing entries in CU2’s topology include Routing IDs with IAB4’s virtual BAP address and path ID in CU2’s space. BAP routing entries at IAB node3’s descendant nodes (configured by CU1) include Routing ID with IAB node4’s real BAP address and path ID is in CU1’s space.  

Donor-CU2 configures donor-DU2 on the IP-to-layer-2 traffic mapping info for the IP traffic towards IAB node4 for proper BAP routing ID selection at IAB-donor-DU2. 

Donor-CU1 needs to configure the BAP routing ID mapping table at the boundary IAB node (IAB node3). This configuration maps (IAB node4’s virtual BAP address + path ID in CU2’s space) to (IAB node4’s real BAP address + path ID in CU1’s space). Each time IAB node3 receives a downlink BAP packet from the parent link towards the non-F1-terminating donor, it will check the routing ID mapping table and do the BAP header re-writing if a matched entry is found in the table, and then select the corresponding egress link.
Proposal 12: To support downlink inter-donor topology redundancy, 
· the F1-terminating donor sends the access IAB’s BAP address and IP header information to the non-F1-terminating donor;

· the non-F1-terminating donor generates a virtual BAP address for the access IAB node and uses this virtual BAP address in configuring routing entries in its topology.

Observation 2: The boundary IAB node is configured with a routing ID mapping table for BAP header rewriting. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header into the real BAP address of the access IAB node and the path ID in the F1-terminationg donor’s domain.

Combining observation 1 and 2, we have a common proposal for both uplink and downlink:
Proposal 13: The boundary IAB node is configured with a routing ID mapping table. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header based on the matched entry.

3 Conclusion

In this contribution we discuss on several open issues on (re-)routing and have the following proposals: 
Local re-routing:

Proposal 1: When IAB node receives a flow control feedback:

•
If flow control feedback is per BH RLC channel and the available buffer size of a BH RLC channel is below a certain level, re-route DL traffic for BAP PDU that would be originally mapped to this BH RLC channel. 

•
If flow control feedback is per routing ID and the available buffer size of a routing ID is below a certain level, re-route DL traffic for BAP PDU with this routing ID in the BAP header.

Proposal 2: For per BH RLC channel re-routing, a BH RLC channel on a different egress link is selected based on BH RLC Channel Mapping Configuration.
Proposal 3: Local re-routing can be used for load balancing between egress links/BH RLC channels.

Proposal 4: Donor-CU can configure IAB-DU with additional information for each route, such as priority, number of remaining hops, average delay, etc.

Proposal 5: Donor-CU can enable/disable local re-routing for each IAB-node on a per-routing ID basis.
Inter-donor-DU re-routing

Proposal 6: RAN2 is proposed to discuss the following options for re-routing the on-the-fly packets in case of single connection: 
· Option 1: Use routing ID and UL BH RLC channel configured for F1-C data and non-F1 in RRC Reconfiguration to re-route the on-the-fly packets.
· Option 2: Use routing ID and UL BH RLC channel configured for F1-U to re-route the on-the-fly packets.
Proposal 7: The migrating node can utilize the routing ID and the BH RLC channel configured for the data transmitted via the good path, if any, to re-route the on-the-fly packets in case of dual-connectivity.
Proposal 8: RAN2 is proposed to discuss whether to support re-routing for the on-the-fly packets in descendant nodes.
Proposal 9: If the re-routing for on-the-fly packets in descendant nodes is supported, the descendant nodes need to be informed of the routing ID to be re-routed.
Inter-donor routing for topology redundancy
Proposal 10: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

Proposal 11: To support uplink inter-donor topology redundancy, 
· the non-F1-terminating donor sends its donor-DU’s BAP address and the path ID for the path from the boundary node to this donor-DU to the F1-terminating donor;

· the F1-terminating donor generates a virtual BAP address for the non-F1-terminating donor’s DU and uses this virtual BAP address in configuring routing entries in its topology.

Proposal 12: To support downlink inter-donor topology redundancy, 
· the F1-terminating donor sends the access IAB’s BAP address and IP header information to the non-F1-terminating donor;

· the non-F1-terminating donor generates a virtual BAP address for the access IAB node and uses this virtual BAP address in configuring routing entries in its topology.

Proposal 13: The boundary IAB node is configured with a routing ID mapping table. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header based on the matched entry.
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