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Introduction
Starting in RAN2#112-e, potential RAN enhancements for new QoS and the use of survival time have been discussed by RAN2 over a couple of meetings. In addition to PDCP duplication, an adaptive L1/L2 configuration is one of the methods to avoid intolerable consecutive message errors [6][9]. This contribution analyses QoS aspects related to survival time and concludes to propose MAC enhancements to increase message protection through pre-defined configuration of higher reliability during critical transmission periods.
Background
IIoT/URLLC applications for periodic deterministic communication typically rely on configured grants (CG) in uplink and semi-persistent scheduling (SPS) in downlink. Since the latency is very short for many IIoT applications, RLC acknowledged mode may not be enabled. Message repetition or ARQ through RLC AM may be too slow for URLLC applications with very low latency requirements. Furthermore, as can be seen from agreement 1 below, RAN2 decided to take a set of very stringent performance requirements as a baseline [11]. 
Agreements:
1	RAN2 takes the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)
2	Survival Time triggered proactively based on Sequence Number is deprioritized
3	UE-based reactive solution based on RLC-NACK is not pursued
4	RAN2 will work/study UE-based reactive solutions to address survival time on top of gNB implementation.   RAN2 assumes that gNB implementation solutions on their own are not sufficient.  
5. Study fast mechanisms for survival time handling and the need

Under stringent performance requirements, a fast and adaptive method for proving higher protection during survival time can be achieved on MAC/PHY level through e.g., HARQ, where a higher degree of reliability may be established for a period of time. The aim is to avoid losing the communication service by adding extra protection for both ongoing messages that are in-flight and new messages, e.g., during survival time.
This paper assumes that the UE detects the start/end of survival time through a suitable method, either by network configuration or within the UE itself, which can result into a survival time start event and a survival time end event. 
[image: Chart, line chart

Description automatically generated]
Figure 1: Example scenario to avoid
Depending on the length of survival time, the end-to-end latency and achievable HARQ ReTx timing, additional reliability may be required for certain messages, like the last application layer messages or any pending messages in the pipeline. 
Obviously PDCP duplication is one method to achieve higher reliability, however, if PDCP duplication needs to be activated very quickly on a per-packet basis, some interaction is required between MAC and PDCP. For very stringent cases, it may happen that a L2 PDU has already been pre-processed and a re-submission of the same PDCP PDU in a duplicated fashion incurs overhead on the LCH queue handling. Another problematic use-case is a segmented RLC SDU or a PDCP PDU split over multiple TBs. If survival time happens to be activated in between two segments (e.g., for one TB), additional processing overhead is incurred to do the housekeeping and/or respective activation of PDCP duplication (if required). Activaton of PDCP duplication can either only happen for the next PDCP PDU or the ongoing TB needs to be re-submitted in a duplicated fashion. In such cases, it can be easier to apply message protection directly on MAC level. 
Observation 1: PDCP duplication alone may not meet all use-cases and incur some complexity.
In addition, L1/L2 adaptive methods allow to tune reliability parameters for various service requirements, radio conditions, or a specific deployment environment. This can cover a wide range of different use-cases and services where survival time is required. It may as well be required to combine PDCP duplication with L1/L2 addaptive methods. Adaptive retransmission mechanisms can provide a benefit where a very fast reliability adjustment is required. Finally, adaptive L1/L2 methods can be more spectrum efficient than PDCP duplication in the sense that L1/L2 adaptive methods do not necessarily require additional copies of a packet.
This leads to the question how CG/SPS can be enhanced to provide an extra level of configurability and reliability. Since RAN2 decided to prioritize enhancements in uplink, we mostly focus on CGs. Similar enhancements are conceivable in downlink as well, therefore, SPS is mentioned for completeness. 

Discussion
For many industrial applications the number of application layer messages per transfer interval is small (e.g., a single message). TS 22.104 [3] provides the service performance requirements. When survival time is zero, a single message loss leads to application downtime. Other IIoT applications may have short survival times like one transfer interval where the application transfers into a down state after two missed packets. In such cases the transmission must succeed without retransmission from application layer, thus sufficient protection is important on lower layers. There may as well be cases where, at the start of survival time or after the initial message when survival time is zero, a UE has still unacknowledged (or even NACKed) data in the HARQ buffer.
HARQ retransmission enhancements
In order to limit over-provisioning of radio resources but increase reliability when required, one option is to provide additional redundancy / better reliability for the HARQ ReTx only. For as long as the InitialTx succeeds with normal settings, no over-provisioning of the reliability target is needed. 
The current CG design relies on dynamic grants for HARQ ReTx. This provides only limited means for reliability adjustments, since DG parameters are based on a common PUSCH-config and cannot be changed. Refer to 38.214 and 38.212 for the treatment of CS-RNTI with NDI=1.
For uplink, TS 38.214 (version g60) states: “For the PUSCH retransmission scheduled by a PDCCH with CRC scrambled by CS-RNTI with NDI=1, the parameters in pusch-Config are applied for the PUSCH transmission except for p0-NominalWithoutGrant, p0-PUSCH-Alpha, powerControlLoopToUse, pathlossReferenceIndex described in Clause 7.1 of [6, TS 38.213], mcs-Table, mcs-TableTransformPrecoder described in Clause 6.1.4.1 and transformPrecoder described in Clause 6.1.3.“
For downlink, TS 38.214 (version g60) states: “When receiving PDSCH scheduled by DCI format 1_1 or 1_2 in PDCCH with CRC scrambled by C-RNTI, MCS-C-RNTI, or CS-RNTI with NDI=1, if the UE is configured with pdsch-AggregationFactor in pdsch-config, the same symbol allocation is applied across the pdsch-AggregationFactor consecutive slots.” 
One method to overcome these limitations is to allow HARQ InitialTx and HARQ ReTx to use a different CG/PHY config for an enhanced level of protection for the HARQ retransmission. Unacknowledged MAC PDUs sitting in the HARQ buffer can be retransmitted with more reliability, more repetitions, differently spaced in time and frequency, etc. — while the TBS remains the same.
Proposal 1: A CG/SPS config can utilize an enhanced configuration to allow an increased level of protection during retransmissions.
Observation 2: HARQ retransmission enhancements may be applied during survival time only (reactive mode). As an alternative, enhancements can be used for any HARQ retransmission, regardless of survival time (proactive mode). A new UE capability can be added for this function. 
The following two figures show an example how these CG/SPS enhancements could be used to ensure message protection during critical periods, using the approach in proposal 1. For the sake of simplicity, the PDB (and end-to-end latency) are assumed to be less than or equal to the transfer interval. Figure 2 and 3 show that the number of TB repetitions K (repK) is increased during HARQ retransmission, likewise other parameters could be altered during retransmission as well.
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Figure 2: HARQ ReTx during survival time
Figure 2 shows a case where the retransmission configuration is altered for a CG during survival time only. Figure 3 shows a case where the retransmission configuration is altered for any HARQ ReTx when the survival time is zero.
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Figure 3: HARQ ReTx when survival time is zero
Another option to achieve a higher level of protection during survival time is to allow HARQ ReTx in configured grant resources where certain CG parameters can be modified during retransmission. As a result, the reliability of HARQ ReTx can be selectively adjusted according to the requirements of the service.
A number of updates to the operation of configured grants are conceivable, too.
· An option for a CG to occur one-time. This may be implemented by making the ’periodicity’ parameter in configuredGrantConfig optional. In other words, such a CG does not have a periodicity.
· An option for a CG to end after a predefined number or periodicities, e.g., once started, the CG ends automatically after x-number of transmit occasions. This may require a new parameter in configuredGrantConfig.
Proposal 2: Utilize retransmission in configured grant resources where certain CG/SPS parameters can be modified during retransmission.
The following section 3.1.1 lists two options to define retransmission enhancements in proposal 1 and 2.

Option 1: Retransmission protection via selected CG parameter adjustments
A straight-forward option would be to supply a configuredGrantConfig with additional parameters valid during HARQ ReTx phases only. Thereby the same CG can use different parameter values during InitialTx and ReTx/survival time. For example, to trigger a different number of repetitions during HARQ InitialTx and HARQ ReTx, an additional repK parameter could be defined (let’s call it repK-ReTx) that applies under conditions such as HARQ retransmission in survival time. Suitable other parameters could be defined in a similar manner (e.g., periodicity-ReTx, timeDomainOffset-ReTx, pusch-RepTypeIndicator-ReTx, etc.). 
One important thing to note is that the TBS needs to stay the same since the MAC PDU is already in the HARQ buffer and the UE should not need to recreate the MAC PDU. The ReTx invokes the same HARQ process such that the CG keeps using the same HARQ ID and the same CG index.
This option could be used when only a subset of CG parameters needs to be adjusted. The annex in section 6.1.1 shows a potential implementation of this approach.
The typical case to apply this option is a HARQ retransmission of a configured grant through a dynamic grant. Here the CG ReTx is triggered by a DCI addressed to CS-RNTI with NDI=1 for a HARQ ID on a given CC/cell. The CG-PUSCH is retransmitted one time. Conditions when to activate the retransmission parameters (e.g., in survival time or upon pre-configuration) can be specified.
Proposal 3: Consider HARQ retransmission protection via selected CG/SPS parameter configuration.
Furthermore, an adjustment might be configured to automatically utilize CG resources (proposal 2) through one of the two alternative options below, where again selected CG parameters can be adjusted for the next transmission. 
· Alternative 1: Adapted parameters are used at the next regular CG occasion. 
· Alternative 2: ReTx does not need to wait until the next CG occasion. Early start by a different CG offset and periodicity.
Unless Rel-17 allows for an explicit CG HARQ NACK (which is not currently the case), alternative 2 might seem less favorable, however, also a retransmission grant could be used to enable this. 
A similar ‘selected parameter config’ could be applied to DL SPS as well (if desired in the future). The need for recovery during survival time is more pronounced in UL though. For the DL, the network has more control over scheduling and transmission of data. For now, RAN2 has agreed that DL is addressed by implementation and there are no specification impacts. 

Option 2: Retransmission protection via complete CG configuration
When multiple CG parameters are meant to be adjusted, a separate (retransmission) CG config could be used as a secondary configuredGrantConfig that is valid during retransmission only (i.e., a shadow or overlay to configuredGrantConfig).
The annex in section 6.1.2 shows a potential implementation of this approach.
In this option, the configuredGrantRetransmissionConfig IE uses the exact same CG indices (configuredGrantConfigIndex, configuredGrantConfigIndexMAC) and HARQ process IDs (nrofHARQ-Processes) as ConfiguredGrantConfig, but with a different set of CG parameters. In addition, it  may utilize a delta config: The configuredGrantRetransmissionConfig may just contain the delta to configuredGrantConfig. Such a configuredGrantRetransmissionConfig would apply during HARQ retransmission periods only.
Regardless of HARQ retransmission in dynamic grant (DG) or configured grant (CG) resources, the configuredGrantRetransmissionConfig can be valid for single or multiple CG transmit occasions. 
· Single transmit: This is like a one-time CG with no periodicity. Within the base configuredGrantConfig, parameter ‘periodicity’ can be made optional. Both ‘periodicity’ and ’periodicityExt-r16’ are not present in ConfiguredGrantConfig. This may the usual use-case, typically used on DGs / CS-RNTI. 
· Multi transmit occasion: based on periodicity+offset and a new parameter to indicate the number of CG transmissions. 
Note that even when a retransmission is triggered by a CS-RNTI with NDI=1 over a DG, as an option, a CG could still use multiple transmit occasions. Typical use-case: configuredGrantRetransmissionConfig is triggered by a DCI addressed to CS-RNTI with NDI=1 and HARQ ID on a given CC/cell. (Enabled by L1 configuration.)
Proposal 4: Consider HARQ retransmission protection via complete CG/SPS config.

Enhancements for both InitialTx and ReTx
Similar to option 2 described in section 3.1.2 and as an extension, an alternative configuredGrantConfig could be defined along with the existing configuredGrantConfig. The alternative configuredGrantConfig could be used not only for retransmissions (as in option 2) but for initial transmissions as well. This represents a slightly more general approach, and it could be defined how the alternative configuredGrantConfig is applied and when it is valid.
To include the HARQ InitialTx in the extra protection may be useful when the latency is very short such that there is no time for HARQ ReTx or when an extra level of protection is required due to other factors. It may as well be useful in scenarios where message retransmission by upper layers (e.g., RLC AM) is applicable. 
Figure 4 shows an example where the first transfer interval uses the original configuredGrantConfig and the second transfer interval uses an alternative configuredGantConfig mapped to the same CG. The alternative configuredGrantConfig has additional redundancy with a higher number of TB repetitions. Other parameters could be altered as required, so TB repetitions are not necessarily needed.
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Figure 4: Example with modified InitialTx
The alternative configuredGrantConfig provides a variant of a CG config for an existing CG, that is, only one of the two CG configs can be used at a time. An alternative CG config could be dynamically enabled/disabled.
The annex in section 6.1.3 shows a potential implementation of this approach.
Further details: 
The configuredGrantAlternativeConfig IE uses the exact same CG indices (configuredGrantConfigIndex, configuredGrantConfigIndexMAC) and HARQ process IDs (nrofHARQ-Processes) as ConfiguredGrantConfig but with a different set of parameters. The configuredAlternativeConfig may contain just the delta to configuredGrantConfig on a subset of CGs, or it may be a full new config (including different TBS). 
· The ‘full new config’ option might be used for InitialTx, for example, when new data arrives during survival time and a new TBS or a sufficiently different CG configuration is desired. The ‘delta’ option might be suitable for HARQ ReTx, utilizing the same TBS. However, both options may be used in all combinations.
· The configuredGrantConfig is the base list. ConfiguredGrantAlternativeConfig only contains CG entries that require different treatment, as not all logical channels may require multiple CG configurations. In other words, if a particular CG index is present in one CG config only then it shall only be present in the configuredGrantConfig.
· In case of a HARQ ReTx, the same HARQ buffer can be used — same as with options 1/2.
Since the CG index connects (overlays) different CG configs for the same CG, all LCP restrictions (allowedCG-List-r16) apply in the same way to both sets of CG configs. Therefore, there is no change to LCP restrictions needed.
The configuredGrantAlternativeConfig can be used when enabled, for example, during “survival time” on a specific LCH or when enabled by a “start event”. Applicability of configuredGrantAlternativeConfig could be based on network config, for example, including options like: InitialTx-and-ReTx, InitialTx-only, ReTx-only. This might be controlled on the DCI or with an explicit RRC parameter. Whether ReTx is over CG or over DG could be configured as well. A new UE capability can be defined for this function.
Figure 5 below shows another example of a use-case. Only one LCH and one CG is shown. The first transfer interval uses the base CG config, and the alternative CG config is used during survival time. Each arrow represents either a single packet (at higher layers) or a TB (at MAC/PHY). For the transfer interval in survival time, the first CG bundle fails, even though this transmission is already using the alternative CG config (with TB repetition), because radio conditions are really bad. But with the next occasion of the CG bundle (for the same alternative CG config), in this case triggered by RLC ReTx, the transmission succeeds. Many other scenarios are possible. 
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Figure 5: Example with modified InitialTx and RLC AM
The usage of configuredGrantAlternativeConfig is subject to a set of separate conditions. When conditions apply the UE can use configuredGrantAlternativeConfig autonomously, e.g., following a pre-configuration. Or else, if UE autonomous usage is not needed, the network can enable the option on demand.
Proposal 5: Consider the introduction of enhancements for protection of both InitialTx and ReTx via an alternative CG/SPS config.

LCP restrictions
Another option for a possible reliability adjustment in survival time is the use of LCP restrictions. During survival time a logical channel (LCH) could be temporarily mapped to a different set of CG resources configured with higher reliability. The set of CG resources used for this purpose could be defined in a separate list. As the sole purpose of such a CG is to provide additional redundancy during specific intervals only, it could be called a ‘dormant’ CG or allowedDormantCG-List. 
A dormant CG is a normal CG that is defined through configuredGrantConfig. Just like a normal CG, it needs to be activated before use, however, the UE does not use it for most of the time. The CG remains dormant until a failure or an event occurs, only then the UE is allowed to use it (autonomously — or as an option, after NW config).
For a given LCH, a sub-set of CGs can be mapped to the allowedCG-List and another sub-set of CGs (that is, different CGs) can be mapped to the allowedDormantCG-List. The dormant CG list is meant to be used under special circumstances only. For example, during survival time or for temporary recovery under bad radio conditions, at pre-defined conditions. This allows for fast adjustment without the need to configure/update additional CGs. CGs mapped to the allowedDormantCG-List may have higher reliability, shorter periodicity, different number of TB repetitions, etc.  
One may argue that a similar behavior might as well be achieved with a CG type2 that gets activated when needed, however, a type 2 CG still requires MAC signalling. Such signalling might be too slow for a successful recovery during survival time. In contrast, a dormant CG can be used right away. 
The annex in section 6.1.4 shows a potential implementation of this approach.
A dormant CG is already activated beforehand (e.g., as a type1 CG via RRC) but it is not used until the new/dormant LCP restriction is active. Conditions to activate the new/dormant LCP restriction can be pre-defined, for events such as:
· survival time start event; or
· RRC configuration; or
· other conditions: FFS
A dormant LCP restriction can be deactivated through a set of pre-defined events, such as: 
· survival time end event (or expiry of the survival timer, if configured); or
· RRC configuration; or
· Max number of CG transmit occasions reached; or
· other conditions: FFS
As with previous proposals, some CGs may be limited to a maximum number of CG transmit occasions. With that, the CG has a validity period in units of periodicity. When the configured max number of consecutive transmit occasions is exhausted, the CG becomes dormant again. 
Proposal 6: RAN2 to evaluate whether additional LCP restrictions can be introduced.
The LCP restriction for dormant CGs can be configured to be activated based on pre-defined conditions. 
· automatic activation/deactivation; or
· permanent config

Conclusions
This paper discusses QoS aspects related to survival time and  proposes MAC enhancements to increase reliability during critical transmission periods. We have the following observations and proposals:
Observation 1: PDCP duplication alone may not meet all use-cases and incur some complexity.
Observation 2: HARQ retransmission enhancements may be applied during survival time only (reactive mode). As an alternative, enhancements can be used for any HARQ retransmission, regardless of survival time (proactive mode). A new UE capability can be added for this function.
Proposal 1: A CG/SPS config can utilize an enhanced configuration to allow an increased level of protection during retransmissions.
Proposal 2: Utilize retransmission in configured grant resources where certain CG/SPS parameters can be modified during retransmission.
Proposal 3: Consider HARQ retransmission protection via selected CG/SPS parameter configuration.
Proposal 4: Consider HARQ retransmission protection via complete CG/SPS config.
Proposal 5: Consider the introduction of enhancements for protection of both InitialTx and ReTx via an alternative CG/SPS config.
Proposal 6: RAN2 to evaluate whether additional LCP restrictions can be introduced.
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Annex with text proposals
This section contains initial details for the sketch of enhancements in the different options being proposed. At this stage the indicated changes are only for TS 38.331, with the intention to show the principle. Some of the TPs will need to be accompanied with further changes in RAN1 and MAC. 
Radio resource control information elements
Retransmission protection via selected parameter configuration
Unchanged parts omitted
…
[image: Timeline

Description automatically generated]
Figure 6: HARQ ReTx parameter in uplink
repK-ReTx
Number of repetitions K during HARQ retransmission.
Unchanged parts omitted

Retransmission protection via complete CG/SPS configuration
Unchanged parts omitted
…
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Figure 8: HARQ ReTx in uplink (alternative)
configuredGrantRetransmissionConfig
Configuration for a Configured-Grant of type1 or type2 during HARQ retransmission in survival time. The configuredGrantRetransmissionConfig uses the exact same CG indices (configuredGrantConfigIndex, configuredGrantConfigIndexMAC) and HARQ process IDs (nrofHARQ-Processes) as ConfiguredGrantConfig. 
Unchanged parts omitted

HARQ InitialTx and ReTx protection via alternative CG/SPS configuration
Usage of configuredGrantAlternativeConfig can be subject to a set of separate conditions. When conditions apply the UE may use configuredGrantAlternativeConfig autonomously. 
Unchanged parts omitted
…
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Figure 10: Alternative configuredGrantConfig
configuredGrantAlternativeConfig
Configuration for a Configured-Grant of type1 or type2 in survival time. The configuredGrantAlternativeConfig is associated with ConfiguredGrantConfig and uses the exact same CG indices (configuredGrantConfigIndex, configuredGrantConfigIndexMAC) as ConfiguredGrantConfig. 
Unchanged parts omitted

LCP restrictions
The LCP restriction for dormant CGs can be configured to be activated based on pre-defined conditions. 
· automatic activation/deactivation; or
· permanent config
Unchanged parts omitted
…
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Figure 12: New LCP restriction for dormant CGs
allowedDormantCG-List
This restriction applies only when the UL grant is a dormant configured grant. If present, UL MAC SDUs from this logical channel can only be mapped to the indicated configured grant configuration. If the size of the sequence is zero, then UL MAC SDUs from this logical channel cannot be mapped to any configured grant configurations. Corresponds to "allowedDormantCG-List" as specified in TS 38.321 [3].
Unchanged parts omitted
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BWP-UplinkDedicated SEQUENCE {

pucch-Config SetupRelease { PUCCH-Config } OPTIONAL,
b3 a SetupRelease { PUSCH-Config } OPTIONAL
configuredGrantConfig SetupRelease { ConfiguredGrantConfig } OPTIONAL
s ig SetupRelease { SRS-Config } OPTIONAL
beamFailureRecoveryConfig SetupRelease { BeamFailureRecoveryConfig } OPTIONAL,
rr

$L-PUCCH-Config=rlé SetupRelease { PUCCH-Config } OPTIONAL,
cp-ExtensionC2-rl6 INTEGER (1..28) OPTIONAL,
cp-ExtensionC3-rl6 INTEGER (1..28) OPTIONAL
useInterlacePUCCH-PUSCH-r16 ENUMERATED {enabled} OPTIONAL
U igurationkistzxl6 SetupRelease { PUCCH-ConfigurationList-rlé } OPTIONAL
lbt-FailuxeRecoveryConfig=rlé SetupRelease { LBT-FailureRecoveryConfig-rl6 } OPTIONAL
configuredGrantConfigToAddModList-r16 ConfiguredGrantConfigToAddModList-rl6 OPTIONAL,
configuredGrantConfigToReleaseList-rl6 ConfiguredGrantConfigToReleaseList-rl6 OPTIONAL,

configuredGrantConfigType2DeactivationStateList-rl6 ConfiguredGrantConfigType2DeactivationStateList-rl6  OPTIONAL,
11

I

configuredGrantRetransmissionConfig-rl7 SetupRelease { ConfiguredGrantConfig } OPTIONAL _ -- Need M

11
)

ConfiguredGrantConfigToAddModList-rl6

= SEQUENCE (SIZE (1.. 6)) OF ConfiguredGrantConfig

ConfiguredGrantConfigToReleaseList-rl6 = SEQUENCE (SIZE (1.. 6)) OF ConfiguredGrantConfigIndex-rl6

ConfiguredGrantConfigType2DeactivationState-rl6 ::= SEQUENCE (SIZE (1..

)) OF ConfiguredGrantConfigIndex-rl6

ConfiguredGrantConfigType2DeactivationStateList-rl6 ::=
SEQUENCE (SIZE (1..maxNrofCG-Type2DeactivationState)) OF ConfiguredGrantConfigType2DeactivationState-rl6
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BWP-UplinkDedicated ::= SEQUENCE {

pucch=Config SetupRelease { PUCCH-Config } OPTIONAL,
pusch=-Config SetupRelease { PUSCH-Config } OPTIONAL,
configuredGrantConfig SetupRelease { ConfiguredGrantConfig } OPTIONAL,
srs-Config SetupRelease { SRS-Config } OPTIONAL,
beamFailureRecoveryConfig SetupRelease { BeamFailureRecoveryConfig } OPTIONAL,
[r

S1-PUCCH-Config-rlé SetupRelease { PUCCH-Config } OPTIONAL,
cp-ExtensionC2-rlé6 INTEGER (1..28) OPTIONAL,
cp-ExtensionC3-rlé6 INTEGER (1..28) OPTIONAL,
uselnterlacePUCCH-PUSCH-rl6 ENUMERATED {enabled} OPTIONAL,
pucch-ConfigurationList-rl6 SetupRelease { PUCCH-ConfigurationList-rl6 } OPTIONAL,
lbt-FailureRecoveryConfig-rlé SetupRelease { LBT-FailureRecoveryConfig-rl6 } OPTIONAL,
configuredGrantConfigToAddModList-rl6 ConfiguredGrantConfigToAddModList-rl6 OPTIONAL,
configuredGrantConfigToReleaseList-rl6 ConfiguredGrantConfigToReleaseList-rl6 OPTIONAL,

configuredGrantConfigType2DeactivationStateList-rl6 ConfiguredGrantConfigType2DeactivationStateList-rl6 OPTIONAL,
1]

I
configuredGrantAlternativeConfig-rl7 SetupRelease { ConfiguredGrantConfig } OPTIONAL -- Need M
1

}

ConfiguredGrantConfigToAddModList-r16 SEQUENCE (SIZE (1..maxNrofConfiguredGrantConfig=xl6)) OF ConfiguredGrantConfig

ConfiguredGrantConfigToReleaseList-rl6 SEQUENCE (SIZE (1..maxNrofConfiguredGrantConfig-xrl6)) OF ConfiguredGrantConfigIndex-rlé

ConfiguredGrantConfigType2DeactivationState-rl6 ::= SEQUENCE (SIZE (1..maxNrofConfiguredGrantConfig-xrl6)) OF ConfiguredGrantConfigIndex-rl6

ConfiguredGrantConfigType2DeactivationStateList-rl6 ::=
SEQUENCE (SIZE (1..maxNrofCG-Type2DeactivationState)) OF ConfiguredGrantConfigType2DeactivationState-rl6
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LogicalChannelConfig ::=

LficParameters
priority

bucketSizeDuration
allowedServingCells

allowedSCS-List
maxPUSCH-Duration

configuredGrantTypelAllowed
logicalChannelGroup
schedulingRequestID
logicalChannelSR-Mask

SEQUENCE {

SEQUENCE {
INTEGER (1..16),
ENUMERATED {kBpsO, kBps8, kBpsl6, kBps32, kBps64, kBpsl128, kBps256, kBps512,
kBps1024, kBps2048, kBps4096, kBps8192, kBps16384, kBps32768, kBps65536, infinity},
ENUMERATED {ms5, ms10, ms20, ms50, ms100, ms150, ms300, ms500, ms1000,
spare7, spare6, spare5, spared, sp 2, sparel},

logicalChannelSR-DelayTimerApplied BOOLEAN,

bitRateQueryProhibitTimer

[c
allowedCG-List-rl6é

allowedPHY-PriorityIndex-rlé6
11

cxcp

I

allowedDormantCG-List-rl7

SEQUENCE (SIZE -1)) OF §;
OPTIONAL,
SEQUENCE (SIZE (1..maxSCSs)) OF SubcarrierSpacing OPTIONAL,
ENUMERATED {msOp02, msOp04, msOp0625, msOpl25, msOp25, msOp5, spare2, sparel}
OPTIONAL,
ENUMERATED {true} OPTIONAL,
INTEGER (0..maxLCG-ID) OPTIONAL,
SchedulingRequestId OPTIONAL,
BOOLEAN,
ENUMERATED {sO, sOdot4, sOdot8, sldot6, s3, s6, s12, s30} OPTIONAL,

SEQUENCE (SIZE (O..

1)) OF ConfiguredGrantConfigIndexMAC-rl6
OPTIONAL,
ENUMERATED {p0, pl} OPTIONAL,

SEQUENCE (SIZE (0.. maxNrofConfiguredGrantConfigMAC-r16-1)) OF ConfiguredGrantConfigIndexMAC-rl6

}

[c
channelAccessPriority-rl6
bitRateMultiplier-rl6

11

OPTIONAL -- Need S
OPTIONAL, -- Gend
INTEGER (1..4) OPTIONAL,
ENUMERATED {x40, x70, x100, x200} OPTIONAL

= Alternative Option

— Simply extend the existing
allowedCG-List with two sub-lists.
This allows for two sets of LCH-to-
CG mappings, one for normal CGs
and one for dormant CGs.




