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Discussion and Decision
1 Introduction
In previous RAN2 meeting, group notification mechanism was agreed for the multicast for MBS supporting nodes. NW will rely on this mechanism to transmit the MBS Session activation notification. For IDLE and INACTIVE UE, who are interested in or has been join in this MBS session will trigger the initial access to enter the CONNECTED state for MBS service reception. 
This contribution provides our understanding on the access control of the initial access which is triggered by the MBS session activation.  
2 Discussion

2.1 Network congestion due to the MBS session activation

NW will release the UE who has joint in one MBS session into IDLE/INACTIVE state when the MBS session is inactivated. Therefore, upon receiving the group notification, which is to indicate the MBS session activation, all the IDLE/INACTIVE UEs who has joint in the MBS session will trigger the initial access almost at the same time. If there is no access control mechanism applied and the UE number is large, the network congestion will occur. 

Observation 1: The MBS session activation notification may lead to the network congestion if the IDLE/INACTIVE UE number is not small. 

To mitigate the network congestion due to the MBS session activation, the MBS specific access control mechanism should be introduced. 

Proposal 1: MBS specific access control mechanism should be introduced. 
2.2 MBS specific access control mechanism 
There are four access control mechanisms during the initial access from IDLE/INACTIVE to CONNECTED state. 
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Figure-1. The access control mechanisms for initial access

· Phase 1: UAC mechanism 

In legacy, upon the request from NAS to trigger the initial access, the IDLEINACTIVE UE will first perform the UAC mechanism according to the broadcasted ACB parameters which is associated with the access category (AC) and access identity (AI) upon request from NAS. NAS decides the AC and AI which is based on the triggered unicast service or the control plane event/signaling. 
But for the MBS triggered initial access, there is no MBS session related AC and AI mapping table defined in current NAS spec. 

· If the current NAS/AS UAC model is applied, the MBS session associated AC and AI mapping table or configuration should be introduced. 
· Otherwis, if the NAS/AS UAC model is not applied, gNB should configure the MBS session specific ACB parameters via broadcast, and UE will select the ACB parameter based on the activated MBS session ID. 
Proposal 2: For MBS specific UAC mechanism, there are two options for RAN2 discussion:
· Option 1: The mapping table between the MBS session and AC/AI for the access control is defined in NAS/CT spec or configured by NW. 
· Option 2: The MBS session specific ACB parameters is broadcasted in SIB1.
· Phase 2: RACH Backoff mechanism

When the access barring checking is passed and the access attempt is allowed, UE will trigger the RACH procedure. 
In legacy, if RACH is congestion, RACH backoff mechanism can help to mitigate the RACH congestion. 
But for the MBS triggered initial access, since the MBS service is PTM service, it may have the lower priority than the unicast service triggered access. If the RACH congestion is occurred due to the initial access which is triggered by MBS service and unicast service by different UEs, NW may configure the longer backoff interval for the MBS triggered initial access. For example, the MBS specific backoff factor or the MBS specific BI value table could be introduced for this purpose. 
Proposal 3: MBS triggered initial access could have longer RACH backoff interval than the unicast triggered initial access if RACH congestion occurs. 

· Phase 3: RRCReject due to the RAN overload 

After RACH success, gNB can perform access control based on the resume cause or establishment cause to decide whether to accept the UE’s request if the RAN is overloaded. If NW rejects the UE access, NW can configure the waittimer to delay the next access.
To help NW understand the connection setup/resume request is due to the MBS session activation, the MBS specific cause value should be introduced in the RRC Request message. In RAN overload case, if gNB has different access polices for the MBS service and unicast service, gNB can decide the deprioritize or prioritize the MBS triggered initial access based on the resume/establishment cause.

Proposal 4: MBS specific resume cause and establishment cause are introduced in the RRCResumeRequest and RRCSetupRequest message. 
If NW would like to deprioritize the MBS triggered access, it may configure the MBS specific waittimer to control the next MBS initiate access. With the MBS specific waittimer configuration, the legacy unicast service arrival triggered initial access will not be affected. 
Proposal 5: MBS specific waittimer is introduced in RRCReject message, which is to delay the  next MBS triggered initial access. 
· Phase 4: RRCRelease due to the CN overload

In legacy for unicast service, if gNB has no problem to setup/resume the UE connection, but CN is overload, AMF can request gNB to release the UE. In such case, gNB can send the RRCRelease message with waittimer. The usage of the waittimer is same as that in the RRCReject message, which is to delay the next access. 

For MBS triggered initial access, the situation is similar. If IDLE UE triggers the CONNECTION SETUP procedure to enter CONNECTED mode, if CN has load issue to reject the MBS specific access, gNB can also send the RRCRelease with MBS specific waittimer to delay the next MBS specific access. 

Proposal 6: MBS specific waittimer is introduced in RRCRelease message, which is to delay the  next MBS triggered initial access. 
3 Conclusion
According to the analysis in section 2, we propose that:
Proposal 1: MBS specific access control mechanism should be introduced. 
Proposal 2: For MBS specific UAC mechanism, there are two options for RAN2 discussion:

· Option 1: The mapping table between the MBS session and AC/AI for the access control is defined in NAS/CT spec or configured by NW. 
· Option 2: The MBS session specific ACB parameters is broadcasted in SIB1.

Proposal 3: MBS triggered initial access could have longer RACH backoff interval than the unicast triggered initial access if RACH congestion occurs. 

Proposal 4: MBS specific resume cause and establishment cause are introduced in the RRCResumeRequest and RRCSetupRequest message. 
Proposal 5: MBS specific waittimer is introduced in RRCReject message, which is to delay the  next MBS triggered initial access. 
Proposal 6: MBS specific waittimer is introduced in RRCRelease message, which is to delay the  next MBS triggered initial access. 
