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1 Introduction
Slice specific RACH configurations concern two use cases and two purposes: 
· RACH prioritization
· RACH isolation.
RAN2#113bis-e and RAN2#114-e have made some progress on slice specific RACH, but there are still remaining issues left. In this contribution, we further elaborate RAN control on RA prioritization, separation and RA type selection.
2	Discussion
2.1	RA prioritization
In the course of the ongoing RAN Slicing WI, it is agreed that slice-specific RA prioritization will adopt a baseline for RA-prioritization in Rel-16. Referring to the baseline, it can be noted that the users that do support RA-prioritization in Rel-16 (e.g. MPS and MCS) can read and apply the configuration for prioritized random access, based on Access Identity determination:
RACH-ConfigCommon ::=               SEQUENCE {
--unrelated parts omitted
    ra-PrioritizationForAccessIdentity-r16  SEQUENCE {
        ra-Prioritization-r16                   RA-Prioritization,
        ra-PrioritizationForAI-r16              BIT STRING (SIZE (2))
    }                                                                                                
}
In Rel-16, the distinction of the prioritized RACH parameters from other common RACH parameters is given by Access Stratum, however it remains in consistency with access attempts categorization in NAS, according to the Unified Access Control (UAC). 
Observation 1: In Rel-16, the distinction of the prioritized RACH parameters from other common RACH parameters is based on UAC.
UAC differentiates 32 Access Categories values that are reserved for operator use and can be associated with slice identifiers S-NSSAIs (see TS24.501, subclause 4.5.3). Based on the Operator-defined set of Access Categories (ODAC), the UE can determine whether an access attempt for a given slice is authorized based on the broadcasted barring information. Once the barring check succeeds (in case needed), the UE initiates random access procedure. The remaining standardized Access Categories, which are used for RRC establishment cause determination, are associated with a set of slices provisioned by NAS for msg5 (RRCSetupComplete) transmission.
Observation 2: Access Category associated with the intended slice(s) is already known to the AS layer in the UE before initiating Random Access. 
RA configuration association with a slice id requires UE’s two protocol layers’ interaction (AS and NAS). In the light of UAC, NAS-AS interaction on categorizing any access attempt is already well settled. 
When a UE detects an access attempt (e.g. MO call) and corresponding Random-Access procedure is initiated for an Operator-Defined Access Category (i.e. Access Category from 32-63), the categorization for slice-specific access attempt can be already easily achieved. Slice id is known to the NAS, NAS maps the slice id to Access Category that can be delivered to RRC. 
Observation 3: Mapping of S-NSSAI(s) to Operator-Defined Access Category is already supported in NAS layer.
Thus, one straightforward realization of the RRC configuration with slice association could be based on Operator-Defined Access Categories. From the UE perspective it is a feasible solution with minimized complexity on determining relevant slide id. For the network, it provides a consistent mean to categorize different types of attempts through several access control steps (initial access control, barring, random access). For both (UE and gNB), it helps to mitigate negative impacts on signalling overhead and SIB size. Therefore, we believe the distinction of the prioritized RACH parameters for slices from other common RACH parameters can be based on UAC:
Proposal 1: RA-prioritization parameters (scalingFactorBI and powerRampingStepHighPriority) are associated with a slice by means of Operator Defined Access Category.
When it comes to granularity of the configuration, possible options are that RA-prioritization is provided per one slice or group of slices. 
Proposal 2: To enable different slices prioritization, gNB can broadcast RA-prioritization parameters for a few Operator Defined Access Categories. 
The potential signalling extensions constrain obvious issue with System Information capacity and size. I.e., slice-specific parameters cannot scale to hundreds of slices.  There are 32 Access Categories values that are reserved for operator use and can be associated with slice identifiers S-NSSAIs (see TS24.501, subclause 4.5.3). As the number of RACH resources will not scale with number of slices, we propose to limit RACH prioritization configurations to a reasonable number. ACs used for RA-prioritization broadcast can be cell specific, as such cell does not have to deploy too many slices that would fit a practical deployment of limited number of RACH prioritization configurations. Use of AC id for grouping can help mapping multiple slices to a prioritization category. A typical priority could be expected to be classified high, medium and low, which can be represented with 3 groups. It is unclear how much more granular prioritization is expected to be at a cell.
Proposal 3: RA-prioritization parameters can be defined at most for 3 different Access Categories.

2.2	RA separation granularity
For RACH resource isolation, RAN2#114-e agreed:
àRAN2 confirm for a slice group, separated RO and/or separate preamble can be configured within the existing RACH-ConfigCommon and RACH-ConfigCommonTwoStepRA
àFFS how many slice groups we can have and how they are indicated.
This implies that slice specific RA resources can be configured for a set of slices. The format of information on a slice group details is still under discussion, though.  
Given the slice-specific Random Access concerns both RACH prioritization and RACH isolation, it is a reasonable approach to ensure commonality and consistency in context of slice information format used in both configurations. Following the baseline for RA-prioritization and its granularity based on UAC parameters, we believe it would save implementation efforts on the UE and the network side, if slice grouping for RA-separation demonstrate interrelation to RA-prioritization.
In fact, slice determination for RA prioritization and RA separation should be the same. Either a  single slice or a few slices can be represented by Operator-Defined Access Category. Thus, any set of the Operator-Defined Access Category(ies) made available to AS at the connection attempt  can be considered as a group of slices. 
In case, the slice-specific RA configurations reuse UAC parameters the grouping can be easily achieved with no additional requirements on RRC procedures nor extra NAS-AS information exchange nor exceeding System Information signalling capabilities. Hence, RA prioritization, as well as RA separation per slice group may be implicitly given by RA-parameters configured per more than one Operator-Defined Access Categories (ODAC). This means, the granularity of the configuration given per Access Category, would serve the purpose. A new slice grouping mechanism other than ODAC would introduce system-wide impacts and additional delays to Random Access procedures (additional cross-layers coordination and UE’s operations on determining whether it belongs to a group). 
Proposal 4: Slice grouping can be defined by one or more Access Categories.
Thus, to avoid too scattered RA resources split, we believe there should be at most 4 slice groups considered, where one group is determined by S-NSSAI(s) provided by NAS:
Proposal 5: RA-separation supports at most 3 slice groups. 
2.3	RA type selection and fallback principles
For RA type selection and fallback procedures RAN2 has agreed so far:

Network can configure slices with 4-step or 2-step (or both) RA resources.
Legacy 2-step RA fallback mechanism is supported. 
RACH type selection between 2-step slice specific RACH and 4-step slice specific RACH is based on a RSRP threshold.

Common RACH configurations that can be used by all UEs include the 2-step and 4-step common RACH resources and the associated fallback mechanisms. The slice specific RACH configurations will support slice specific RA resources (separate from common RA resources) as well as further split into Random Access type procedures, meaning that different RACH resources can be configured for common or different network slices resources, both including 2-step and 4-step slice-specific RACH procedures. All these configurations provide the flexibility to introduce specialized RACH configurations for special network slices but, at the same time, cause additional complexity. 
Complexity for the network:
Once slice-specific RACH configuration is introduced, meaning that different RACH resources and RACH configurations could be configured for different network slices, including 2-step and 4-step slice-specific RACH procedures, it requires the RACH resources (which are limited; 64 preambles) to be divided by the network into different type of resources like slice-specific, common, slice specific 2-step, slice-specific 4-step, common 2-step, common 4-step. This would lead to a higher RACH resource fragmentation. Not all such combinations would be even required in practice, nevertheless this introduce a complex requirement for the network to configure fragmented RACH resources for each type of resources efficiently. Analysis on possible configurations in the “Report for [Post114-e][252][Slicing] RACH partitioning details for slicing “ suggest that entire setup will depend on a use case and particular deployment option. However, since the same UE can connect to multiple slices, the network cannot easily achieve ideal partition of RACH resources with such flexibility.  RACH configurations for multiple slices (i.e. group of slices) will not serve the purpose (to enable fast cell access) when normal resources are not congested but slice specific becomes loaded.– As the number of RACH resources will not scale with number of slices, some slices can be grouped to use the same RACH resources. The slice grouping can create congestion between slices.  
Observation 5: While permission to use different types of RA resources can be controlled by the configuration (if the network signals slice-specific and common resources, it implies that slice specific resources are intentionally reserved for slice specific access) it does not guarantee efficient balancing of the RACH load.
Observation 6: The slice grouping can create congestion between slices.  
Complexity for the UE:
For the case when only common RA preambles are configured the UE will:
· Check SIB message to determine what Type of RA is defined within the existing RACH-ConfigCommon and RACH-ConfigCommonTwoStepRA
· If both 2-step and 4-step RA type Random Access Resources are configured then
· UE will check if RSRP of the downlink pathloss reference is above msgA-RSRP-Threshold
· If its above msgA-RSRP-Threshold then it will select 2-Step RA else it will select 4-Step RA
· Or if only 2-step RA is configured then UE will select 2-Step RA
· Or if only 4- Step RA is configured then UE will select 4-Step RA
For the case when slice specific RA preambles are configured the UE will:
· Check SIB message to determine what Type of RA is defined for slice specific access within the existing RACH-ConfigCommon and RACH-ConfigCommonTwoStepRA
· If both 2-step and 4-step RA type Random Access Resources are configured then
· UE will check if RSRP of the downlink pathloss reference is above msgA-RSRP-Threshold
· If its above msgA-RSRP-Threshold then it will select 2-Step RA else it will select 4-Step RA
· Or if only 2-step RA is configured then UE will select 2-Step RA
· Or if only 4- Step RA is configured then UE will select 4-Step RA
Further, the slice-specific and common RACH configurations introduce a lot of possibilities for the fallback mechanisms. The rules are currently under discussion based on the fallback cases in R2-2104322. There may be a fallback mechanism for switching from a two-step slice-specific RACH procedure to a four-step slice-specific RACH procedure, or a fallback mechanism for switching from the two-step slice-specific RACH procedure to a two-step common RACH procedure, or a fallback mechanism for switching from the two-step slice-specific RACH procedure to a four-step common RACH procedure. 
Observation 4: Even though configuring RA resources for different scenarios can be controlled by the network (if the common resources are configured with slice specific, further split to 2-step and 4-step RA preambles depending on the configuration provided by the network), the associated fallback mechanisms highly complicates the UE procedures and creates a limited preamble pool. 
Analysis on possible fallback mechanisms in the Report for [Post114-e][252][Slicing] RACH partitioning details for slicing (R2-21xxxxx) reveal that the key question arises about sharing common and slice specific resources and the possibility to always fallback from slice-specific to common resources. It is not obvious if a permission, given by the network configuration, would imply a fallback flexibility between different types of RA resources. If the network signals slice-specific and common resources, it implies  that slice specific resources are intentionally reserved for slice specific access, but on the flip side when a RACH fallback procedure is initiated for the at least one network slice (from the group), all the relevant UEs will occupy the slice specific resources, while common RACH resources may remain less occupied. There is no guarantee that a common 4-step RACH (for all UEs) will be less loaded too. Thus, it is not sure if such a fixed fallback mechanism is helpful at all. 
Observation 5: Definition of the fixed rule for sharing common and slice (group) specific resources introduces complex requirements on load balancing that are counterproductive.
For the UE, selection of the RA type will be based on its configuration but once the UE observes a failure during the execution of the slice-specific RACH procedure it may further fail again (after fallback). If the UE keeps failing, it would make sense to keep trying to execute the RACH procedure. 
Proposal 7: RAN2 to develop a mechanism for sharing common and slice specific resources that allows dynamically adjusting a RACH load through enabling steering of slice specific RACH traffic among multiple slice-specific RACH configurations and common RACH configurations.
2.4	Slice determination for RRC_INACTIVE
RAN2#113bis agreed to prioritize the discussion for slice specific RACH for IDLE and INACTIVE mode. The UE executes Random-Access procedure for any transition from RRC_INACTIVE. While NAS is responsible for delivery of slice id (in a form of S-NSSAIs for msg5) or Access Category for any transition from RRC_IDLE, it is not for transition from RRC_INACTIVE. 
In particular, when the Random Access procedure is triggered from RRC_INACTIVE due to RNA update, the UE NAS layer does not deliver any Access Category (nor S-NSSAI list as in case of RRC IDLE).  
Observation 6: NAS doesn’t provide slice id (either by means of S-NSSAIs or Access Categories) for RRC_INACTIVE transitioning to RRC_CONNECTED.
In general, determination of a slice id in any later point of time than msg5 is a new requirement and requires NAS layer input. To categorize which slice information should be used for Random Access parameters, once UE is in INACTIVE, the UE has to:
· either store the information provided to Access Stratum in advance, jointly with Access Category and Access Identity given for regular access attempt (e.g. based on available slice association provisioned for RRC_IDLE), or
· rely on slice information provided as a separate input for RRC_INACTIVE.
The solution should take into account that information provided by NAS will be used by the UE’s Access Stratum to match with slice-specific RA-related configuration (for RACH prioritization or RACH isolation). The options for provisioning of slice information associated with RRC_INACTIVE, can be dived into:
· use slice info provided by NAS (from) before RNA Update 
· use of slice info based on RRC request to NAS (for delivery of slice info for RNA Update)

This internal UE’s information exchanged between layers, will be used to determine relevant RA configuration. The configuration will be passed from gNB by System Information.  Thus, the format of the provided information matters. For the sake of simplicity, avoidance of unnecessary mapping/re-mapping operations it would be beneficial if the information provided by NAS is the same as slice identifier used in broadcast information i.e. Operator Defined Access Category.
Proposal 8: Send LS to CT1 on feasibility to provide slice id (e.g. by Operator-Defined Access Category) by NAS for RRC INACTIVE, asking whether provision of the slice information in advance would be sufficiently accurate.

3	Conclusion
This document has made the following proposals:
Proposal 1: RA-prioritization parameters (scalingFactorBI and powerRampingStepHighPriority) are associated with a slice by means of Operator Defined Access Category.
Proposal 2: To enable different slices prioritization, gNB can broadcast RA-prioritization parameters for a few Access Operator Defined Access Categories. 
Proposal 3: RA-prioritization parameters can be defined at most for 3 different Access Categories.
Proposal 4: Slice grouping can be defined by one or more Access Categories.
Proposal 5: RA-separation supports at most 3 slice groups.
Proposal 6: RAN2 to develop a mechanism for sharing common and slice specific resources that allows dynamically adjusting a RACH load through enabling steering of slice specific RACH traffic among multiple slice-specific RACH configurations and common RACH configurations.
Proposal 7: Send LS to CT1 on feasibility to provide slice id (e.g. by Operator-Defined Access Category) by NAS for RRC INACTIVE, asking whether provision of the slice information in advance would be sufficiently accurate.

