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1. Introduction
In the last RAN2 meeting, issues related to topology adaptation enhancements were discussed, and the following agreements were achieved [1]:
· RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4
· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)
· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.
· NR DLInformationTransfer and ULInformationTransfer messages can be enhanced to transfer F1-C related packets in CP/UP separation.
· A new IE named DedicatedInfoF1c can be defined to transfer F1-C related packets via NR RRC message 
· F1-C over RRC and F1-C over BAP should not be supported simultaneously on the same parent link.
· The trigger to generate a type 2 RLF indication is at RLF detection. FFS whether for both: single and dual connection cases.
· The trigger for type 3 RLF indication transmission is successful recovery after BH RLF. FFS whether for both: single and dual connection cases.
· Type 2 and Type 3 BH RLF Indications are transmitted via BAP Control PDU.
· Upon reception of the type-2 indication, the IAB node does not initiate RRC re-establishment.
· If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. The detail of local re-routing and whether/how the action on type-2 indication is configurable is FFS.

In this contribution, the discussion is mainly about the remaining issues on topology adaptation enhancements for Rel-17 IAB, e.g., inter-donor routing, local rerouting enhancement, and RLF indication.

2. Discussion
2.1 Inter-donor routing
2.1.1 BAP Routing ID rewriting at the boundary node
First topology: the topology fragment before the boundary node along the route for a traffic.
Second topology: the topology fragment after the boundary node along the route for a traffic.
Concatenated traffic: the traffic routing across two topologies that belong to different CUs.
Non-concatenated traffic: the traffic routing across a single topology that belongs to one CU.
Figure 1 shows an example of the topology redundancy with two different IAB topologies controlled by different donor-CUs (green topology controlled by donor-CU1, blue topology controlled by donor-CU2) interconnected via the boundary node, i.e., IAB-node 2.
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Figure 1. Example of inter-topology BAP address collision
Based on the RAN3 agreement, the following proposals seem to be the common assumption,
	· For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
· The boundary-node’s two BAP addresses can have the same or different values.


Proposal 1: RAN2 assumes there is no inter-CU coordination to avoid collision, when allocating the BAP address to its own IAB-node/donor-DU.
[bookmark: _GoBack]Due to the independent assignment of the BAP address in each topology, different nodes in different topologies may have the same BAP address value. Then, inter-topology BAP address conflicts can result in incorrect routing behaviours for the boundary node. 
Taking Figure 1 for example, adding the “real” BAP address of donor-DU2  (i.e. “X1”) which is assigned by donor-CU2 at the second topology may cause the UL data (red line) destined to the donor-DU2 to be incorrectly routed to IAB-node 2, which has the same BAP address of X1 assigned by donor-CU1 at the first topology. Similarly, for the DL concatenated traffic (green line), if adding the “real” BAP address which is assigned by donor-CU1 at the second topology, the BAP PDUs destined for IAB-node 4 (with the BAP address of Y1 assigned by donor-CU1) may be incorrectly routed to IAB-node 3 at the first topology, which is allocated with the same BAP address “Y1” by donor-CU2..
That is, for concatenated traffic, adding the real destination BAP address in the BAP header in the first topology is not workable in case of the possible BAP address collision. 
Observation 1: For concatenated traffic, adding the “real BAP address of the destination node in the second topology” in the BAP header, which may collide with the BAP address of a node in the first topology, is not workable.
To solve the BAP address collision problem for concatenated traffic, we have the following two candidate options:
· Option #1: 
For UL concatenated traffic, add the “pseudo BAP address” of donor-DU allocated by donor-CU1 in the BAP header, such “pseudo BAP address” is associated with the real donor-DU BAP address allocated by donor-CU2;
For DL concatenated traffic, add the “pseudo BAP address” of IAB-node allocated by donor-CU2 in the BAP header, such “pseudo BAP address” is associated with the real IAB-node BAP address allocated by donor-CU1;
NOTE: for DL traffic, the “pseudo BAP address” of the boundary node is allocated by donor-CU2.
· Option #2: 
For UL concatenated traffic, add the “BAP address of the boundary node” allocated by donor-CU1;
For DL concatenated traffic, add the “BAP address of the boundary node” allocated by donor-CU2. Specific path ID(s) is used to indicate whether the data should be delivered to the upper layer of the boundary node, or the BAP routing ID should be rewritten;
Proposal 2: RAN2 to down select the option for the BAP address added in the BAP header in the first topology for concatenated traffic:
· Option1: Add the “pseudo BAP address” of the destination node, which is allocated by the donor-CU of the first topology and is associated with the destination node’s “real BAP address” which is allocated by the donor-CU of the second topology.
· Option2: Add the BAP address of the boundary node, which is allocated by the donor-CU of the first topology.

According to the last RAN2 agreement that “RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4” if option4 is supported, the rewriting table is required to be configured at the boundary node. To enable the inter-topology routing for the concatenated traffic, the “previous routing ID” used in the first topology needs to be mapped to the “new routing ID” used in the second topology via the rewriting table.
Proposal 3: The rewriting is done based on the “previous routing ID to new routing ID” mapping.
Specifically, for UL concatenated traffic, the BAP routing ID carried in the BAP header should be rewritten by the boundary node i.e., the BAP routing ID should match a “previous routing ID” entry in the rewriting table, as in proposal 3. As for DL concatenated traffic, the boundary node needs to check whether the data should be delivered to the upper layer. A possible solution is to check whether the original routing ID matches the “previous routing ID” entry in the rewriting table. If not, delivery to the upper layer. If yes, rewrite based on the rewriting table.
Proposal 4: For concatenated traffic, the data to be delivered to the upper layer and the data to be rewritten can be differentiated at the boundary node, by checking whether the BAP routing ID in the BAP header matches the “previous routing ID” in the configured “rewriting table”. 
While for the non-concatenated traffic routed within the same topology controlled by one donor-CU, there is no need to check whether to rewrite the BAP routing ID.
Observation 2: There is no need to check whether to rewrite routing ID for non-concatenated traffic (i.e. never to rewrite for non-concatenated traffic).
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Figure 2. Example of inter-topology BAP address collision
Consider the DL direction shown in Figure 2, assuming that the destination of both concatenated (red line) and non-concatenated (blue line) traffic is IAB-node 4. The routing ID for different traffics may collide:
For non-concatenated traffic, the BAP routing ID consists of the BAP address of IAB-node 4 (e.g., Y1 shown in Figure 2) and the path ID assigned by donor-CU1 . 
For concatenated traffic, different options have different combinations of BAP routing IDs:
· Option #1: the previous BAP routing ID (i.e., the BAP routing ID used in the first topology as BAP header) is allocated by donor-CU2, and it consists of the pseudo address of IAB-node 4 and the path ID assigned by donor-CU2.
· Option #2: the previous BAP routing ID in BAP header consists of the BAP address of the boundary node, i.e., IAB-node 2, and the path ID assigned by donor-CU2, of which specific path ID(s) is used to indicate whether the data should be delivered to the upper layer of the boundary node.
Since there is no inter-CU coordination for the BAP address and path ID assignment, the BAP address collision may occur for both options.
· For Option #1, the pseudo address of IAB-node 4 assigned by donor-CU2 may collide with the real BAP address assigned by donor-CU1, e.g., Y1 shown in Figure 2. 
· For Option #2, the BAP address of the boundary IAB-node 2 assigned by donor-CU2 may collide with the real BAP address of IAB-node 4 assigned by donor-CU1, e.g., Y1 shown in Figure 2.
Then, for either option, if the same path ID is applied, both concatenated and non-concatenated traffic will have the same BAP routing ID. For the concatenated traffic, it will cause ambiguity of the boundary node whether to rewrite or deliver directly. 
Observation 3: For downstream, due to the routing ID collision without inter-CU coordination, the concatenated traffic and non-concatenated traffic may have the same routing ID. In that case, the boundary node may erroneously rewrite the BAP header for non-concatenated traffic, if purely based on the routing ID to distinguish concatenated and non-concatenated traffic. 

According to the preceding analysis, the main issue is how to distinguish between “concatenated” and “non-concatenated” traffic. Given the scenario shown in Figure 2, for DL direction, the boundary node can achieve this based on the received ingress link, e.g., traffic from MCG is non-concatenated, while traffic received from SCG is concatenated. As for UL direction, this can be achieved by checking whether the previous routing ID matches the rewriting table. If yes, it is concatenated traffic and rewrites the routing ID, if not, it is non-concatenated traffic.
Proposal 5: The concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by the ingress link for downstream. 
Proposal 6: For uplink, the concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by checking whether the routing ID in the BAP header matches the previous routing ID in the rewriting table.
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Figure 3. Example of inter-topology BAP address collision
Furthermore, different rewriting tables for UL and DL traffic should be configured at the boundary node for the possible previous routing ID collision. As shown in Figure 3, assuming that the destinations of the UL (blue line) and DL (red line) concatenated traffic are donor-DU2 and IAB-node 4, respectively. Based on Option #1, for example, we have the following previous routing IDs for UL and DL traffic:
· UL: previous routing ID = pseudo BAP address of donor-DU2 assigned by CU1 + path ID;
· DL: previous routing ID = pseudo BAP address of IAB-node 4 assigned by CU2 + path ID;
However, since the assignment of BAP addresses and path IDs is not pre-coordinated by donor-CUs, different donor-CU may assign the same pseudo addresses for donor-DU2 and IAB-node 4 (Y1 as shown in Figure 3), and use the same path ID for UL/DL traffic, which would result in the same previous routing ID. If the rewriting table doesn't distinguish UL and DL, there will be a previous routing ID mapped to two different new routing IDs in the rewriting table. And the boundary node may map the UL previous routing ID to the routing ID for the DL traffic, which will cause the incorrect forwarding of data. 
Observation 4: For concatenated traffic, the routing ID of upstream data and downstream data arrived at the boundary node may be the same.
Therefore, it is proposed,
Proposal 7: For concatenated traffic, two BAP header rewriting tables are configured at the boundary node for upstream and downstream traffic respectively. 

As for the routing function, separate routing tables should be configured for the concatenated and the non-concatenated traffic at the boundary node. For the UL traffic (blue line) shown in Figure 3, the actual next hop is IAB-node 3 in the concatenated topology. However, since there is no CU coordination for the BAP address assignment, IAB-node 1 in the non-concatenated topology may have the same BAP address value as IAB-node 3. And the concatenated data may be incorrectly routed to the non-concatenated topology. 
Observation 5: The two parent nodes of the boundary node may have the same BAP address (i.e., next hop BAP address collision).
Therefore, it is proposed,
Proposal 8: Two routing tables are configured at the boundary node for concatenated and non-concatenated traffic respectively. 
2.1.2 QoS division and rewriting table / BH RLC mapping at boundary node
For the configuration of the rewriting table at the boundary node, the F1-terminating CU and the non-F1-terminating CU need to coordinate on the BAP routing ID mapping relationships. Detailed coordinating manner is given as follows,
For DL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID (e.g., GTP-U tunnel ID) and its related egress routing ID (i.e., the new routing ID), then the non-F1-terminating CU will know how to allocate the ingress routing ID (i.e., the previous routing ID) for each F1-U bearer.
For UL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID and its related ingress routing ID (i.e., the previous routing ID) at the boundary node, then the non-F1-terminating CU will know how to allocate the egress routing ID (i.e., the new routing ID) for each F1-U bearer.
Example for downstream traffic
	GTP-U tunnel
(Step 1: F1-terminating CU informed)
	egress routing ID
(Step 1: F1-terminating CU informed)
	ingress routing ID
(Step 2: non-F1-terminating CU determined)

	TEID 1
	egress routing ID1
	ingress routing IDx

	TEID 2
	
	ingress routing IDy

	TEID 3
	egress routing ID2
	ingress routing IDz



Proposal 9: In order to configure BAP header rewriting table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress routing ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress routing ID at the boundary node.

As for the BH RLC mapping configuration at the boundary node, according to the RAN3 agreement that “To support the bearer mapping across two topologies at the boundary IAB-node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU”. We have the following,
For DL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID (e.g., GTP-U tunnel ID) and its related egress BH RLC ID, then non-F1-terminating CU will know how to allocate the ingress BH RLC ID for each F1-U bearer.
For UL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID and its related ingress BH RLC ID, then the non-F1-terminating CU will know how to allocate the egress BH RLC ID for each F1-U bearer.
Example for downstream traffic
	GTP-U tunnel
(Step 1: F1-terminating CU informed)
	egress BH RLC ID
(Step 1: F1-terminating CU informed)
	ingress BH RLC ID
(Step 2: non-F1-terminating CU determined)

	TEID 1
	egress BH RLC ID1
	ingress BH RLC IDx

	TEID 2
	
	ingress BH RLC IDy

	TEID 3
	egress BH RLC ID2
	ingress BH RLC IDz



Proposal 10: In order to configure the BH RLC CH mapping table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress BH RLC ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress BH RLC ID at the boundary node.

Regarding QoS division, for the intra-topology case, it is the donor-CU who determines the E2E QoS requirement of F1 traffic and determines the QoS division across the multiple BH links, e.g., determine the QoS parameter for the BH RLC channel in each BH link. Then, for the inter-topology case, the F1-terminating CU should be in charge of the QoS division. 
Observation 6: For concatenated traffic, the F1-terminating CU divides the whole E2E QoS requirement into two parts: one part of QoS requirement provided by its own topology fragment, and another part of QoS requirement provided by the non-F1-terminating CU’s topology fragment. 

Since both 1:1 and N:1 bearer mapping are supported for UP, and N:1 bearer mapping is supported for CP, the granularity of the QoS info can be per GTP-U tunnel or per group of GTP-U tunnels that carried on one BH RLC channel. Therefore, it is proposed,
Proposal 11: For the QoS requirement division between CUs:
· F1-terminating CU informs the non-F1-terminating CU about the QoS requirement info to the non-F1-terminating CU’s topology fragment;
· For downstream concatenated traffic, the QoS requirement info should be associated with one egress routing ID and one egress BH RLC at the boundary node, as proposed in P8/9;
· For upstream concatenated traffic, the QoS requirement info should be associated with one ingress routing ID and one ingress BH RLC at the boundary node, as proposed in P8/9;
· The informed QoS requirement info can be “per GTP-U tunnel” or “per group of GTP-U tunnels”, which is up to F1-terminating CU’s implementation.
 
2.2 Local re-routing based on child node assistance
In Rel-16, routing redundancy for IAB-nodes depends on the dual connectivity of the IAB-MT, i.e., an IAB-node can be connected to two parent nodes. Such routing redundancy with DC will facilitate the robustness and data rate improvement of the wireless BH link.
If the IAB-node is connected to only one parent node, there appears to be no redundant link available, which may affect the transmission of the IAB node and some descendent nodes. For example, as shown in Figure 4, IAB-node 1 only has one parent node, i.e., the IAB donor. If the link between IAB-node 1 and its parent node is RLF, IAB-node 1 performs RLF recovery, but may not succeed, then based on the current spec, IAB-node 1 will send BH RLF notification to its child IAB-nodes, e.g., IAB node x, IAB node y. The behaviour of the child nodes on receiving the BH RLF notification is similar as they detect RLF for the link towards IAB-node 1. Obviously, the child nodes will continue traffic transmission until receiving the RLF notification (actually “recovery failure”) from parent IAB-node 1. A large amount of UL traffic will then stagnate in IAB-node 1. If IAB-node 1 fails the RLF recovery, the stagnant UL traffic may be dropped and this packet loss cannot be recovered.


[bookmark: _Ref71365195]Figure 4. Example for redundancy path relies on child node.
Observation 7: When an IAB-node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes (if recovery fails) may cause long-term service interruption and unrecoverable packet loss for some traffic served by descendent nodes. 
Notably, when IAB-node 1 fails the BH RLF recovery, there still exists an alternative path between IAB-node 1 and the IAB donor: IAB-node 1→IAB-node y →IAB-node 2→IAB donor. Because the IAB-node y has two parent nodes, and the path through IAB-node 2 to the IAB donor is still available. If it is possible for IAB-node 1 to use this alternative path, the IAB-node 1 can continue to serve UEs and descendent IAB-nodes other than IAB-node y. This special alternative path does not need to change the connection relationship between IAB-node 1 and IAB-node y, of which the MT part of IAB-node y is still connected to the DU part of IAB-node 1. And the special routing configurations can be provided in advance. This re-routing method through a Dual-Connected child node helps reduce service interruption and avoids uplink packet loss in some scenarios, which is worth discussing in Rel-17.
Observation 8: The IAB-node may use local re-routing through its child node in DC mode as an alternative path to transmit packets towards the IAB donor. This is beneficial for service interruption reduction and avoiding the UL packet loss problem. 
Proposal 12: R17 eIAB supports the local re-routing assisted by child node, i.e., IAB-node re-routes the UL packets through its child node, which has dual connection, in the case of BH RLF.
2.3 RLF indication
During the last RAN2 meeting, following agreements were achieved for Type-2 RLF indication [1]:
· The trigger to generate a type 2 RLF indication is at RLF detection. FFS whether for both: single and dual connection cases.
· Type 2 and Type 3 BH RLF Indications are transmitted via BAP Control PDU.
· Upon reception of the type-2 indication, the IAB node does not initiate RRC re-establishment.
· If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. The detail of local re-routing and whether/how the action on type-2 indication is configurable is FFS.
The remaining issues include the granularity and the behaviours upon receiving the Type-2 indication.
2.3.1 Granularity and trigger of Type-2 RLF indication
The granularity of the Type-2 indication can be per BH link or per routing ID.
· Per BH link
For the single connection case, the IAB-node generates Type-2 indication upon the initiation of RRC re-establishment;
For the dual connection case, the IAB-node generates Type-2 indication upon the initiation of RRC re-establishment, rather than the RLF on one CG;
This is used to inform the child node that the whole BH link is currently recovering and not be able to route any data.
· Per routing ID
If some routing ID is not able to find the backup path after local re-routing (including inter-donor-DU re-routing) if only one CG suffers RLF for a dual connected IAB-node, then the Type-2 indication is sent on that routing ID. This is used to inform child node that data with some specific routing ID may not be able to be routed.
Proposal 13: The granularity of Type-2 indication can be either per BH link or per routing ID.
Proposal 14: IAB-node may trigger Type-2 indication upon RLF on any CG.
Proposal 15: When constructing the Type-2 indication BAP control PDU:
· IAB-node includes the “BH link level” in the triggered Type-2 indication, in case of RRC re-establishment.
· IAB-node includes the “routing ID level” in the triggered Type-2 indication, in case some routing ID(s) is not able to be routed to the next hop (e.g., after local re-routing in DC case or after RLF in single connected case).
2.3.2 Behaviours upon receiving Type-2 RLF indication
Given the preceding discussion on the granularity of the RLF indication, the IAB-MT behaviour on receiving the Type-2 indication is clear for the single connection case. Upon receiving the BH link-level Type-2 RLF indication, the IAB-MT should suspend any data to the indicated parent link. If the Type-2 indication is for some routing ID(s), the IAB-MT should suspend any data with the indicated routing ID(s). However, it is not clear for the dual connection case. For example, upon receiving the Type-2 indication from one parent node, whether the IAB-MT should suspend the data for this parent node or try local re-routing to another parent node, largely depends on the link conditions of the upstream IAB-nodes and the previous routing configuration. Therefore, it is proposed,
Proposal 16a: IAB-MT with single parent should suspend routing any data to its parent node, upon receiving Type-2 indication on BH link level.
Proposal 16b: IAB-MT with single parent should suspend routing data with the indicated routing ID to its parent node, upon receiving Type-2 indication on routing ID level.
Proposal 16c: FFS for the IAB-MT with dual parent case.

As for the propagation of the Type-2 RLF indication, it depends on the IAB-node behaviour upon receiving the Type-2 indication. If the receiving IAB-node can meet the trigger condition of Type-2 indication, then the receiving IAB-node will send Type-2 indication to its child naturally. And this should not be considered as “propagation”. As long as the Type-2 RLF indication trigger condition is clearly defined at each IAB-node, there is no need to discuss the propagation behaviour.
Therefore, it is proposed,
Proposal 17: RAN2 does not support the propagation of Type-2 indication.
Observation 9: The discussion on Type-3 indication can be postponed until RAN2 makes clear agreement on the Type-2 indication.
3. Conclusion
In this contribution, we mainly discuss the remaining issues on topology adaptation enhancements for Rel-17 IAB. It is proposed:
Observation 1: For concatenated traffic, adding the “real BAP address of the destination node in the second topology” in the BAP header, which may collide with the BAP address of a node in the first topology, is not workable.
Observation 2: There is no need to check whether to rewrite routing ID for non-concatenated traffic (i.e. never to rewrite for non-concatenated traffic).
Observation 3: For downstream, due to the routing ID collision without inter-CU coordination, the concatenated traffic and non-concatenated traffic may have the same routing ID. In that case, the boundary node may erroneously rewrite the BAP header for non-concatenated traffic, if purely based on the routing ID to distinguish concatenated and non-concatenated traffic. 
Observation 4: For concatenated traffic, the routing ID of upstream data and downstream data arrived at the boundary node may be the same.
Observation 5: The two parent nodes of the boundary node may have the same BAP address (i.e., next hop BAP address collision).
Observation 6: For concatenated traffic, the F1-terminating CU divides the whole E2E QoS requirement into two parts: one part of QoS requirement provided by its own topology fragment, and another part of QoS requirement provided by the non-F1-terminating CU’s topology fragment. 
Observation 7: When an IAB-node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes (if recovery fails) may cause long-term service interruption and unrecoverable packet loss for some traffic served by descendent nodes. 
Observation 8: The IAB-node may use local re-routing through its child node in DC mode as an alternative path to transmit packets towards the IAB donor. This is beneficial for service interruption reduction and avoiding the UL packet loss problem. 
Observation 9: The discussion on Type-3 indication can be postponed until RAN2 makes clear agreement on the Type-2 indication.

Proposal 1: RAN2 assumes there is no inter-CU coordination to avoid collision, when allocating the BAP address to its own IAB-node/donor-DU.
Proposal 2: RAN2 to down select the option for the BAP address added in the BAP header in the first topology for concatenated traffic:
· Option1: Add the “pseudo BAP address” of the destination node, which is allocated by the donor-CU of the first topology and is associated with the destination node’s “real BAP address” which is allocated by the donor-CU of the second topology.
· Option2: Add the BAP address of the boundary node, which is allocated by the donor-CU of the first topology.
Proposal 3: The rewriting is done based on the “previous routing ID to new routing ID” mapping.
Proposal 4: For concatenated traffic, the data to be delivered to the upper layer and the data to be rewritten can be differentiated at the boundary node, by checking whether the BAP routing ID in the BAP header matches the “previous routing ID” in the configured “rewriting table”. 
Proposal 5: The concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by the ingress link for downstream. 
Proposal 6: For uplink, the concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by checking whether the routing ID in the BAP header matches the previous routing ID in the rewriting table.
Proposal 7: For concatenated traffic, two BAP header rewriting tables are configured at the boundary node for upstream and downstream traffic respectively. 
Proposal 8: Two routing tables are configured at the boundary node for concatenated and non-concatenated traffic respectively. 
Proposal 9: In order to configure BAP header rewriting table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress routing ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress routing ID at the boundary node.
Proposal 10: In order to configure the BH RLC CH mapping table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress BH RLC ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress BH RLC ID at the boundary node.
Proposal 11: For the QoS requirement division between CUs:
· F1-terminating CU informs the non-F1-terminating CU about the QoS requirement info to the non-F1-terminating CU’s topology fragment;
· For downstream concatenated traffic, the QoS requirement info should be associated with one egress routing ID and one egress BH RLC at the boundary node, as proposed in P8/9;
· For upstream concatenated traffic, the QoS requirement info should be associated with one ingress routing ID and one ingress BH RLC at the boundary node, as proposed in P8/9;
· The informed QoS requirement info can be “per GTP-U tunnel” or “per group of GTP-U tunnels”, which is up to F1-terminating CU’s implementation.
Proposal 12: R17 eIAB supports the local re-routing assisted by child node, i.e., IAB-node re-routes the UL packets through its child node, which has dual connection, in the case of BH RLF.
Proposal 13: The granularity of Type-2 indication can be either per BH link or per routing ID.
Proposal 14: IAB-node may trigger Type-2 indication upon RLF on any CG.
Proposal 15: When constructing the Type-2 indication BAP control PDU:
· IAB-node includes the “BH link level” in the triggered Type-2 indication, in case of RRC re-establishment.
· IAB-node includes the “routing ID level” in the triggered Type-2 indication, in case some routing ID(s) is not able to be routed to the next hop (e.g., after local re-routing in DC case or after RLF in single connected case).
Proposal 16a: IAB-MT with single parent should suspend routing any data to its parent node, upon receiving Type-2 indication on BH link level.
Proposal 16b: IAB-MT with single parent should suspend routing data with the indicated routing ID to its parent node, upon receiving Type-2 indication on routing ID level.
Proposal 16c: FFS for the IAB-MT with dual parent case.
Proposal 17: RAN2 does not support the propagation of Type-2 indication.
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