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[bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
In the RAN3 #112-e meeting, how to support the inter-donor IAB node migration is discussed, in addition, some solutions for the service interruption reduction during the intra-CU topology update are discussed. Considering both issues has RAN2 impact, RAN3 has sent two Liaisons (R3-212981 and R3-212973) to RAN2.
[bookmark: OLE_LINK28]In this contribution, we will discuss the issues related to two logical DUs to support the inter-donor full migration, based on the LS R3-212981, and analyse the RAN2 impact for the two solutions of service interruption reduction based on the LS R3-212973.  
Discussion
[bookmark: OLE_LINK27]Issues related to two logical DUs in LS R3-212981
According to the content included in the LS R3-212981[1], to support the full migration, two logical IAB-DUs in an IAB node are proposed. 


Figure 1: UE handover between cells pertaining to different logical IAB-DUs connected to separate CUs
And RAN3 provides two different implementation alternatives for the two logical DUs:
- Alt1: the two logical DUs use separate physical cell resources
- Alt2: the two logical DUs use the same physical cell resources
Some explanation and questions about the two alternatives from RAN3 are listed in the LS as following:
For Alt1, RAN3 understands that the UEs can be smoothly handed over from a cell of one logical DU to a cell of the other logical DU via the legacy handover procedure. During the handover procedure, both cells from each logical DU should be active, since some UEs are already handed over to the target cell, while other UEs have not started the handover yet. However, it may be argued that the use of separate resources is less efficient. 
For Alt2, the serving cell (e.g. cell1) of DU1 controlled by CU1 must broadcast NCGI related to CU1, while the serving cell (e.g. cell2) of DU2 controlled by CU2 must broadcast NCGI related to CU2. Since the air interface resources are shared between the 2 DUs/cells, only the signals from one cell (either cell1 using NCGI related to CU1, or cell2 using NCGI related to CU2) are active over the air interface at a time. It is therefore unclear about the impact to the UEs during the migration. For example, in case both cell1 and cell2 use same PCI, the UEs may observe the change of the NCGI during the migration. In case cell1 and cell2 use different PCI, it is further unclear how to perform the signal switch from cell1 using PCI/NCGI related to CU1 to cell2 using PCI/NCGI related to CU2, again, without major impact to the UEs that are handover from cell1 to cell2.
RAN3 would like to ask RAN1, RAN2, and RAN4 to provide feedback, e.g, any technical issue for the above Alt1 and Alt2?  

1.1.1 [bookmark: OLE_LINK35][bookmark: OLE_LINK36][bookmark: OLE_LINK33][bookmark: OLE_LINK34]Technical issues for Alt 1
First, about the alternative 1, we see some issues to be further clarified first:
1. Whether the two physical cells managed by two logical DUs are on different carriers? 
2. Whether the two logical DUs share one MT, when the two physical cells managed by two logical DUs are activated simultaneously for a period of time (e.g. the period for child IAB-nodes and UEs to perform Handover from one logical DU to another logical DU) ? 
For the issue 1, if the answer is no, there may be some self-interference issues among the two logical DUs. If the answer is yes, there is no such technical issue, but as indicated in the LS, the resource allocated to the IAB-node may be less efficient, if the two logical DUs will not share same spectrum resource. As an alternative to make it more efficient to use the resources of different carriers, one logical DU can configure the physical cell managed by another logical DU as SCells, e.g.:
IAB-DU1: Carrier#1 as PCell, Carrier#2 as SCell;
IAB-DU2: Carrier#2 as PCell, Carrier#1 as SCell,
So that both IAB-DUs can use resources of both carriers. When IAB-DU2 is activated by using Carrier#2 as PCell, IAB-DU1 should stop using Carrier#2 as SCell, as the configuration of carrier#2 may have changed by CU.
For the issue 2, if the answer is no, then this is just two IAB nodes (two sets of IAB-MT and IAB-DU) implemented in one box. But, if the answer is yes, RAN2 should discuss the specification impact on the one IAB-MT coupled with two IAB-DUs
From the figure 1 in [1], the two logical IAB-DUs will share one collocated IAB-MT for both Alt 1 and Alt 2. Therefore, there are some further technical issues about the BAP modelling for both alternatives from RAN2 perspective:
Technical issue 1. How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CUs via two logical DUs? 
The two logical DUs in a same IAB node will establish F1 interface to corresponding donor CUs separately, and the two F1 connections need to be maintained at the same time over a period of time. The two logical DUs can obtain BAP configurations (e.g. routing configuration, BH RLC CH mapping configurations) separately via F1AP messages from two CUs. Since the BAP layer in IAB-MT part also need to apply the configurations provided by the F1AP messages since R16, it is unclear how the IAB-MT’s BAP layer should apply the two sets of the BAP related configurations received from two donor CUs via the two collocated logical DUs.
Technical issue 2: How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DUs? 
Since the two logical DUs can maintain their F1 interface to two different CUs simultaneously, if the boundary IAB-MT receives a DL BAP PDUs which contains the boundary IAB node’s BAP address, and the corresponding BAP SDU should be delivered to the upper layer of the IAB-MT’s BAP layer, the BAP entity at the boundary IAB-MT should be aware of which logical DU the BAP SDU to be delivered to. It is still unclear how the BAP entity at the boundary IAB-MT differentiate the DL traffic to two different logical DUs. 
Furthermore, since the two physical cells managed by the two logical DUs will be activated simultaneously for a period of time, then Alt 1 seems to require two separate physical DUs (e.g. two sets of baseband resources, two sets of RFs, etc.), rather than just “logical” DUs, then the complexity and cost of IAB-node will be increased due to two sets of real DU parts are needed. 
Proposal 1: RAN2 to ask RAN3 for the following clarifications/confirmations of Alt1:
1. Whether the two physical cells managed by two logical DUs are on different carriers? 
2. Whether the two logical DUs share one MT, when the two physical cells managed by two logical DUs are activated simultaneously for a period of time?
Proposal 2: RAN2 see the following technical issues for Alt1:
1) How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CUs via two logical DUs?
2) How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DU?
1.1.2 Technical issues for Alt 2
For Alt2, there are also some further technical issues, in addition to the BAP modelling related ones (the technical concerns 1 and 2 in section 2.1.1): 
Technical issue 3: In Alt.2, when does the boundary IAB-DU switch from the source CU configuration to the target CU configuration (e.g. how to ensure all the required HO commands are sent to UEs/MTs before switching)? 
After the new F1 connection establishment, when to switch the IAB-DU’s cells to be the cell of target donor also needs to be discussed. If the IAB-DU cell switching is before the handover of all the child IAB-MTs and UEs, this will cause that the child IAB-MTs and UEs cannot continue to keep synchronization with their serving cell, and the service will be interrupted. Therefore, all the HO commands for the UEs and child IAB-nodes should be sent before the parent IAB-DU switching.
Technical issue 4: In Alt.2, since child MTs/UEs of the boundary node receive the HO command before the boundary IAB-DU switching (i.e. target RACH configuration is not ready yet), child MTs/UEs is not able to perform RA to the target cell of the target logical DU. 
This issue is related to the previous one. If the IAB-DU cell switching is later than the reception of handover command for child IAB-MTs and UEs, the handover of some UEs and child IAB-MTs may fail due to that the target cell is not activated yet, e.g. target SSBs have not been sent and target RACH configuration of the target cell is not ready yet.
Proposal 3: RAN2 see the following technical issues for Alt2:
1) How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CUs via two logical DUs?
2) How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DU?
3) When does the boundary IAB-DU switch from the source CU configuration to the target CU configuration (e.g. how to ensure all the required HO commands are sent before the switching)?
4) Since child MTs/UEs of the boundary node should receive their HO commands before the boundary IAB-DU switching (i.e. when target configuration is not ready yet), child MTs/UEs are not able to perform RACH to the target cell of the target logical DU.
1.1.3 Further analysis for Alt 2 about the Q1-Q3 in the LS
As listed in the following, there are 3 additional questions for Alt 2 w.r.t. the PCI/NCGI change for the two logical DUs: 
For Alt2, RAN3 also has some concrete questions w.r.t., PCI/NCGI, i.e., 
· Q1: Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?
· Q2: is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?
· Q3: when cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?
If new impact to the UE is identified, please also indicate in details.

For the Q1, since the PCI is not changed, there seems to be no big impact on the RRC CONNECTED UEs except that they will obtain new system information to update the new NCGI. So it is possible for the RRC connected UEs remain connected, and update the system information using the legacy SI update procedures (i.e. UE receives updated system information contains new NCGI based on the indication of SI change from the network node). 
[bookmark: OLE_LINK37]However, since UE served by IAB-node needs to connect the target CU (IAB-donor-CU 2 in the figure 1) after the full migration, the security key used by the UE should be updated. For legacy UEs, the key change relies on the handover procedure. So in the full migration scenario, it is impossible for a legacy UE to connect the target CU just reusing SI update procedure without performing HO. 
[bookmark: OLE_LINK38]Observation 1: For Q1, it is possible for the RRC connected UEs remain connected, and update the system information using the legacy SI update procedures. But considering the need of security key update for inter-CU migration, it is impossible for a legacy UE to connect the target CU just reusing SI update procedure without performing HO for the full migration case.
For the Q2 and Q3, the difference is whether the PCI is change or not. However, if a legacy UE needs to perform HO from the cell 1 to cell 2, as we analyzed in the section 2.1.2, the key technical issues for UE’s HO are the following two, regardless of whether the PCI is same or different for the two cells: 
1) When the IAB-DU switch from cell 1 to cell 2 (e.g. how to ensure all the required HO commands are sent before switching)? Although the PCIs may be unchanged regarding to Q2, there are still some other cell specific configurations, which could be different between the cell 1 and cell 2, e.g. the RACH resource, the D/U/F configuration and the H/S/NA attributes, etc.
2) Since child MTs/UEs of the boundary node receive the HO command before boundary IAB-DU switching (i.e. target RACH configuration is not ready yet), child MTs/UEs is not able to perform RA to the target cell of the target logical DU.
Observation 2: Although the PCIs may be unchanged, there are still some other cell specific configurations to be different between the cell 1 and cell 2, e.g. the RACH resource configuration, the D/U/F configuration and the H/S/NA attributes, etc. Thus, it may be not possible that the target logical DU use the same physical resource configuration as the source logical DU.
Observation 3: For Q2 and Q3 in R3-212981, the key technical issues for UE’s HO are the technical issue 3 and 4 for the alt 2 in proposal 3, regardless of whether the PCI is same or different for the two cells.
Proposal 4: For Q1/2/3 of Alt2 in the R3 LS R3-212981, RAN2 provides the following feedback:
· In Alt2, it is possible to keep the PCI unchanged for the cell 1 and cell 2. 
· In Alt2, it is impossible for a legacy UE to connect the target CU without performing HO procedure for the full migration case.
· In Alt2, it is impossible to support legacy UEs’ HO from cell 1 to cell 2, while the two cells using one set of shared resources. There are at least two technical issues to be solved: 
· 1)	When the IAB-DU switch from cell 1 to cell 2 (e.g. how to ensure all the required HO commands are sent before the switching)?  
· 2)	Since child MTs/UEs of the boundary node receive their HO commands before the boundary IAB-DU switching (i.e. when target configuration is not ready yet), child MTs/UEs are not able to perform RACH to the target cell of the target logical DU.
Solutions for service interruption reduction in LS R3-212973
According to the LS R3-212973 [2] about service interruption reduction, the two solutions discussed by RAN3 are:
Solution 1: 
The RRCReconfiguration message for TNL migration of a descendent node IAB-MT is withheld by this descendant node’s parent IAB-DU, and it is delivered only when a condition is satisfied. The indication of buffering and conditional delivery may be provided by the IAB-donor-CU to the parent IAB-DU via an F1AP message including the RRCReconfiguration message.  The condition is set so that a sequential delivery and execution of RRCReconfigurations is created downstream.
…
Solution 2: 
The RRCReconfiguration message for TNL migration of the descendant-node IAB-MT is buffered by the descendent-node’s IAB-MT itself, and it is executed only when an indication is received from the parent IAB-DU. The indication of buffering and conditional execution may be included in the RRCReconfiguration. The condition for initiation and propagation of this indication is set so that it causes a sequential execution of RRCReconfigurations downstream.
RAN3 would like to ask RAN2 to provide feedback on Solutions 1 and 2. 

Since solution 1 requires some condition for an IAB-node to send the buffered RRCReconfiguration to its child IAB-nodes, and the solution 2 requires some condition to send the indication for execution to child IAB-nodes, we are going to discuss the proper condition for the two solutions firstly. 
For both solutions, the TNL migration of the descendant IAB nodes will not success before the target routing path is ready. So the successful access at the target parent node for the migrating IAB node is necessary before the descendant IAB-nodes initiate their TNL migration. But this is not the only sufficient condition. 
For example, for solution 1, if the migrating IAB-node send the buffered RRCReconfiguration to its child IAB-node after successful RA procedure of the migrating IAB-MT, then the child IAB node begins to perform the TNL migration using the configuration provided by the RRCReconfiguration, which includes the new TNL address, the updated default BAP routing ID, as well as the default BH RLC CH in the target path. Before the successful TNL migration of the child IAB node, all the UL packets in the TNL migration procedure will use the default BAP routing ID and the default BH RLC CH. However, if the parent node (i.e. the migrating IAB node) haven't get the updated BAP configuration which includes the entry for the child node’s default BAP routing ID, nor the updated BH RLC CH mapping configuration which includes the entry of the ingress default BH RLC CH of the child node, the UL packets for TNL migration procedure of the child node are not able to be forwarded properly, these UL packets may even be discarded by the parent IAB node since there is no matched BAP routing entry, according to the packet discarding operation for unknown date in the current BAP specification [3]: 
[bookmark: _Toc76555066][bookmark: _Toc52580796][bookmark: _Toc46491332]5.5	Handling of unknown, unforeseen, and erroneous protocol data
When a BAP Data PDU that contains a BAP address which is not included in the configured BH Routing Configuration and is not the BAP address of this node is received; or when a BAP Control PDU that contains reserved or invalid values is received the BAP entity shall:
-	discard the received BAP PDU.

Therefore, with solution 1, the TNL migration of the child node will fail until the BAP routing table in the parent IAB node being updated to include the routing entry for chid node’s new default BAP routing ID. Now that the BAP routing configuration update are performed using F1AP procedures, then it means that the TNL migration procedure of any child node, should be pending until the success of TNL migration of the parent DU.
Observation 4. The parent IAB node cannot perform BAP routing for UL packets carrying child nodes’ TNL migration request by using the new default BAP routing ID in header, until its BAP routing table is updated accordingly by F1AP.
Observation 5. For solution 1, each IAB-node should send the buffered RRCReconfiguration to its child IAB-node AFTER successful TNL migration and F1 based BAP routing table reconfiguration.
For solution 2, the situation is similar to the solution 1, each IAB node should not send the indication to its child IAB-node to trigger the execution of the RRCReconfiguration buffered at the child IAB node, until the BAP configuration is updated using the F1AP message received after the successful of the TNL migration for the IAB node. Otherwise, the TNL migration of the child node will fail due to the packets being discarded as unknown BAP data PDUs by the parent  node. Such condition is applicable to the migrating IAB node and its descendant nodes.   
Observation 6: For solution 2, each IAB-node should send the L2 indication to its child IAB-node AFTER successful TNL migration and F1 based BAP routing table reconfiguration.
Proposal 5: Regardless of solution 1 or solution 2, the RRCReconfiguration to child MT should be applied (i.e. sent to child in sol.1 or executed based on L2 indication to child in sol.2), after the migrating IAB-node is reconfigured with the BAP routing via F1AP, rather than just after the RA success of migrating IAB-node.
Furthermore, we also see some additional technical issues for the two solutions. 
Issue 1 for solution 1: How to handle the buffered RRCReconfiguration in each parent DU, if the migrating IAB node fails its handover？
There may be some possible solutions for this issue 1. For example, if the parent DU still send the buffered RRCReconfiguration to the child IAB node, then the child node will try TNL migration using such RRCReconfiguration, but apparently, such attempt of TNL migration makes no sense but just a waste of wireless BH transmission resource, because the TNL migration will fail finally since the target path is not ready.
Alternatively, if the parent DU send some dummy message instead of the buffered RRCReconfiguration to child node, the child node will perform RRCReestablishment since the integrity check of such dummy message will fail and the integrity check fail of SRB will cause RRCReestablishment.
Another possible solution is that the parent DU may discard the buffered RRCReconfiguration, but this will cause PDCP SN gap and will result in the consequent RRC messages not being able to be delivered in time due to the PDCP re-ordering mechanism.
It seems none of the above three solutions is suitable for the issue of how to handle the buffered RRCReconfiguration if the migrating IAB node fails HO. 
Observation 7：For solution 1, in case migrating IAB-MT’s HO fails：
· If migrating IAB-node still sends the buffered RRC reconfiguration message, it will make child IAB node to trigger TNL migration incorrectly. 
· Else if migrating IAB-node discards the buffered RRC reconfiguration message, it will cause the PDCP SN gap in PDCP layer and the delivery of subsequent RRC messages may not be possible.
Issue 2 for solution 1: RRC configuration mismatch
In case CU sends a new RRCReconfiguration message to the child node after the buffered RRCReconfiguration, the new RRCReconfiguration message will be delivered to the child node’s RRC layer once the PDCP reorder timer expires. There will be RRC configuration mismatch due to the missing of the buffered RRCReconfiguration message.
Observation 8：In case CU sends a new RRCReconfiguration message to the child node after the buffered RRCReconfiguration message, the new RRCReconfiguration message will be delivered to the child IAB-MT’s RRC layer once its PDCP reorder timer expires, while the previous RRCReconfiguration message is still buffered at parent node. There will be RRC configuration mismatch between child IAB-MT and CU, due to the missing of the buffered RRCReconfiguration message.
Based on the analysis of the two solutions, solution 1 still has some tricky issues to be solved, while solution 2 only requires very limited standardization efforts (e.g. introducing the L2 indication from parent node to child node, which can be carried through new BAP control PDU), so we suggest that 
Proposal 6: RAN2 prefer solution 2 when to reply the RAN3 LS R3-212973, considering following issues in solution1:
In case migrating IAB-MT’s HO fails：
· If migrating IAB-node still sends the buffered RRC reconfiguration message, it will make child IAB node to trigger TNL migration incorrectly. 
· Else if migrating IAB-node discards the buffered RRC reconfiguration message, it will cause the PDCP SN gap in PDCP layer and the delivery of subsequent RRC messages may not be possible.
In case CU sends a new RRCReconfiguration message to the child node after the buffered RRCReconfiguration message:
· the new RRCReconfiguration message will be delivered to the child IAB-MT’s RRC layer once its PDCP reorder timer expires, while the previous RRCReconfiguration message is still buffered at parent node. There will be RRC configuration mismatch between child IAB-MT and CU, due to the missing of the buffered RRCReconfiguration message.
Conclusion
In this paper, we discuss the issues raised by the RAN3 LS R3-212981 and R3-212973, and provide the following observations and proposals:
Observation 1: For Q1, it is possible for the RRC connected UEs remain connected, and update the system information using the legacy SI update procedures. But considering the need of security key update for inter-CU migration, it is impossible for a legacy UE to connect the target CU just reusing SI update procedure without performing HO for the full migration case.
Observation 2: Although the PCIs may be unchanged, there are still some other cell specific configurations to be different between the cell 1 and cell 2, e.g. the RACH resource configuration, the D/U/F configuration and the H/S/NA attributes, etc. Thus, it may be not possible that the target logical DU use the same physical resource configuration as the source logical DU.
Observation 3: For Q2 and Q3 in R3-212981, the key technical issues for UE’s HO are the technical issue 3 and 4 for the alt 2 in proposal 3, regardless of whether the PCI is same or different for the two cells.
Observation 4. The parent IAB node cannot perform BAP routing for UL packets carrying child nodes’ TNL migration request by using the new default BAP routing ID in header, until its BAP routing table is updated accordingly by F1AP.
Observation 5. For solution 1, each IAB-node should send the buffered RRCReconfiguration to its child IAB-node AFTER successful TNL migration and F1 based BAP routing table reconfiguration.
Observation 6: For solution 2, each IAB-node should send the L2 indication to its child IAB-node AFTER successful TNL migration and F1 based BAP routing table reconfiguration.
Observation 7：For solution 1, in case migrating IAB-MT’s HO fails：
· If migrating IAB-node still sends the buffered RRC reconfiguration message, it will make child IAB node to trigger TNL migration incorrectly. 
· Else if migrating IAB-node discards the buffered RRC reconfiguration message, it will cause the PDCP SN gap in PDCP layer and the delivery of subsequent RRC messages may not be possible.
Observation 8：In case CU sends a new RRCReconfiguration message to the child node after the buffered RRCReconfiguration message, the new RRCReconfiguration message will be delivered to the child IAB-MT’s RRC layer once its PDCP reorder timer expires, while the previous RRCReconfiguration message is still buffered at parent node. There will be RRC configuration mismatch between child IAB-MT and CU, due to the missing of the buffered RRCReconfiguration message.

Proposal 1: RAN2 to ask RAN3 for the following clarifications/confirmations of Alt1:
1. Whether the two physical cells managed by two logical DUs are on different carriers? 
2. Whether the two logical DUs share one MT, when the two physical cells managed by two logical DUs are activated simultaneously for a period of time?
Proposal 2: RAN2 see the following technical issues for Alt1:
1) How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CUs via two logical DUs?
2) How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DU?

Proposal 3: RAN2 see the following technical issues for Alt2:
1) [bookmark: _GoBack]How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CUs via two logical DUs?
2) How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DU?
3) When does the boundary IAB-DU switch from the source CU configuration to the target CU configuration (e.g. how to ensure all the required HO commands are sent before the switching)?
4) Since child MTs/UEs of the boundary node should receive their HO commands before the boundary IAB-DU switching (i.e. when target configuration is not ready yet), child MTs/UEs are not able to perform RACH to the target cell of the target logical DU.

Proposal 4: For Q1/2/3 of Alt2 in the R3 LS R3-212981, RAN2 provides the following feedback:
· In Alt2, it is possible to keep the PCI unchanged for the cell 1 and cell 2. 
· In Alt2, it is impossible for a legacy UE to connect the target CU without performing HO procedure for the full migration case.
· In Alt2, it is impossible to support legacy UEs’ HO from cell 1 to cell 2, while the two cells using one set of shared resources. There are at least two technical issues to be solved: 
· 1)	When the IAB-DU switch from cell 1 to cell 2 (e.g. how to ensure all the required HO commands are sent before the switching)?  
· 2)	Since child MTs/UEs of the boundary node receive their HO commands before the boundary IAB-DU switching (i.e. when target configuration is not ready yet), child MTs/UEs are not able to perform RACH to the target cell of the target logical DU.
Proposal 5: Regardless of solution 1 or solution 2, the RRCReconfiguration to child MT should be applied (i.e. sent to child in sol.1 or executed based on L2 indication to child in sol.2), after the migrating IAB-node is reconfigured with the BAP routing via F1AP, rather than just after the RA success of migrating IAB-node.
Proposal 6: RAN2 prefer solution 2 when to reply the RAN3 LS R3-212973, considering following issues in solution1:
In case migrating IAB-MT’s HO fails：
· If migrating IAB-node still sends the buffered RRC reconfiguration message, it will make child IAB node to trigger TNL migration incorrectly. 
· Else if migrating IAB-node discards the buffered RRC reconfiguration message, it will cause the PDCP SN gap in PDCP layer and the delivery of subsequent RRC messages may not be possible.
In case CU sends a new RRCReconfiguration message to the child node after the buffered RRCReconfiguration message:
· the new RRCReconfiguration message will be delivered to the child IAB-MT’s RRC layer once its PDCP reorder timer expires, while the previous RRCReconfiguration message is still buffered at parent node. There will be RRC configuration mismatch between child IAB-MT and CU, due to the missing of the buffered RRCReconfiguration message.
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