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Introduction 
In the RAN2#114-e meeting, RAN2 briefly discussed how to have a unified configuration for a number of new RACH features introduced since R16, e.g. two-step RACH, RedCap, small data transfer (SDT), slicing, and coverage enhancement. Currently all these new RACH features can be configured with its own dedicated PRACH resources. By performing RACH over those dedicated PRACH resources, UE can request corresponding special handling from network.
This paper discusses enhancements that can enable efficient configuration and signaling of those RACH features. 
Discussion
RACH partition for jointly configured RACH features
So far all new RACH features have been studied in individual WIs. And the agreements are that they can be configured with dedicated PRACH resources for UE to request special handling. For example, network may configure one set of PRACH resources for coverage enhancement and another set for RedCap. For the convenience of discussion, we denote one such set of dedicated PRACH resources as one RACH partition.
It is possible that a RACH procedure triggered by a UE satisfies the criteria of multiple RACH features. For example, a RedCap UE may trigger RACH-based SDT. If network has configured RACH partitions for only RedCap and only for SDT respectively, then UE is limited to request special handling for only one of those two features. When there are enough RedCap UEs triggering SDT, it makes sense for network to configure a RACH partition dedicated to the combination of those two features, so that UEs satisfying both criteria can use it to request special handling associated with both RedCap and SDT. 
If we generalize the above argument, we can conclude that network should have the option of configuring dedicated RACH partition for a combination (≥2) of RACH features. 
Proposal 1. 	Joint configuration between multiple (≥2) RACH features over a single RACH partition is supported.
On the other hand, certain combinations of RACH features may not be compatible with each other, based on the current agreements. For example, we think coverage enhancement for RACH may not be jointly configured with 2-step RACH or SDT, because
· 2-step RACH does not have Msg3;
· Msg3 Tx is contention based. Hence repetition for a PUSCH with a large payload can be resource expensive. If UE has data to send but its RSRP is low, then it is more spectral efficient and power efficient to use regular RRC connection than SDT to transfer of its data. Therefore, coverage enhancement and SDT should not be jointly configured.
On the other hand, joint configuration between other RACH features should be supported, as there are no known concerns or agreements to exclude them.   
Proposal 2.	Joint configuration between coverage enhancements and either 2-step RACH or SDT over the same RACH partition is not supported. 
Besides restrictions due to compatibility reasons, there can be other reasons that network may not configure RACH partitions for all possible combinations of RACH features. For example, if there are N RACH features, then in theory there are up to 2^N number of RACH partitions to configure. As PRACH is resource expensive, having too many partitions lead to unnecessary fragmentation of system resource, especially when some combinations of RACH features have very low load. Therefore, network should have the flexibility of configuring RACH partitions for only a subset of all possible combination of RACH features (e.g. based on their expected load).
Proposal 3. 	Network can choose to configure RACH partitions for only a subset of all possible combination of RACH features.
Method for selecting a RACH partition
With Proposal 3, it becomes possible that UE may meet the criteria for M individual RACH features but there is no RACH partition configured for the combination of those M features. For example, suppose a non-RedCap UE triggers a RACH procedure for slice #1 and it meets the RSRP criterion of SDT. However, the network has configured only two RACH partitions: 1) 4-step RACH for slice #1; 2) 2-step RACH for SDT. Then the UE has to decide whether to use RACH partition #1 or #2. 
We do not think this decision should be completely left to UE implementation. For example, that may prevent network from accurately estimate access load by different types of UEs and/or events. Or if different UE implementations prioritize different features differently, that could lead to different RACH performance among different UEs. Therefore, we think it is more sensible for all UEs to follow a specified rule for their selection in RACH partitions.
Furthermore, we think it is better to specify this rule in specifications than broadcast in system information, for the following reasons. First, the relative priorities between different RACH features are quite static and do not have to vary across cells. Second, signaling this rule in system information adds extra overhead to SIBs, especially considering the fact that most RACH related configurations are signalled in SIB1, which is already approaching its capacity limit.      
Proposal 4. 	When multiple RACH partitions are configured, UE should follow a pre-defined rule to determine which one to use.
We observe that there are already some selection rules in legacy RACH procedures. For example, before UE starts a RACH procedure, it first has to select whether to use NUL or SUL, if the latter is configured. Among the rest of RACH features, we make the following observations:
· If there are RACH partitions that are specifically configured for RedCap UEs, then a RedCap UE should select them before evaluating any other RACH features, since network handles RedCap UEs differently and use those dedicated PRACH resource to identify RedCap early (e.g. for the purpose of access restriction);
· Among the remaining RACH features (i.e. slicing, RA type, coverage enhancement, SDT, preamble group A/B), we think slicing should be considered before others. This is because if network configures dedicated PRACH resources for a particular slice, it wants to ensure differentiated/prioritized handling for all RACH procedures treated for that slice; 
· Among RA type, coverage enhancement, SDT and preamble group A/B, we think RA type should be selected before the other three features, because coverage enhancement, SDT and preamble group A/B are all configured on top of a RA type (4-step or 2-step);
· Among coverage enhancement, SDT and preamble group A/B, we think preamble group A/B should have lower priority in UE’s selection, because it works with both coverage enhancement and SDT. Between coverage enhancement and SDT, we have observed that they should not be configured together. 
Based on the above analysis, we can conclude that UE can determine which RACH partition to use base on a prioritized order of RACH features, listed as follows: uplink selection, UE type, slicing, RA type, coverage enhancement or SDT, then preamble group A/B. More specially, UE may execute the following steps for its selection:
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	1. Start with the RACH feature with the highest priority;
2. Determine whether the feature or which feature within the current priority it is eligible to use. 
3. Select all the RACH partitions that include the feature selected in Step 2. If in Step 2 it is not eligible for any feature or there is no RACH partition which includes this feature, skip to Step 2.
4. Repeat Step 2 and 3 on the set of RACH partitions selected in Step 3, until all RACH features have been evaluated or no RACH partition is left to select.


Proposal 5.	UE can select RACH partition based on its eligibility for configured RACH features in a prioritized order as follows (highest priority first): 
UL selection (SUL vs NUL), UE type (RedCap vs non-RedCap), slicing, RA type (2-step vs 4-step), coverage enhancement or SDT, preamble group A or B.
In RACH procedures, one common procedure is fallback, i.e. if UE performs an enhanced RACH procedure but fails, it performs a “default” RACH procedure instead. For example, UE is allowed to fallback to 4-step RACH if it fails 2-step RACH. 
When not all possible combinations of RACH partitions are configured, UE faces the same question of which RACH partition to use when it needs to fallback from a RACH failure in the current RACH partition. For the same reason we argued for Proposal 4, the selection should follow a pre-defined rule. First, that indeed has been the case, e.g. fallback rule has been defined for 2-step RACH. Second, depends on the set of RACH partitions configured by network, multiple RACH partitions may be available for a fallback. Hence it is necessary to have a generalized rule for fallback too. We do not think this rule needs to be designed separately. The same rule for RACH partitions can be used, except that the selection is performed backwards. For example, 2-step RACH on a slice first fallbacks to slice-specific 4-step RACH, then fallbacks to common 4-step RACH. If RACH partition for slice-specific 4-step RACH is not configured, then UE can fallback to common 4-step RACH, which is always configured.
Proposal 6.	When fallback from a RACH procedure, UE should follow a pre-defined rule to determine which configured RACH partition to fallback to.
Proposal 7.	This rule can be the same as the one specified in Proposal 5 but is applied in the reversed order.
Configuration enhancements for RACH partitions 
In the following, PRACH configuration refers to resources in time-frequency grid allocated for a RACH partition. RACH parameters refer to PHY/MAC parameters used by UE to perform a RACH procedure.
We think it is up to network implementation whether to configure a RACH partition with dedicated PRACH resources which are orthogonal to other partitions or have multiple RACH partitions share a PRACH configuration. In the latter case, two RACH partitions have the same PRACH configuration index/period but non-overlapping set of RACH occasions (ROs). Or they have the same PRACH configuration index/period and the same set of ROs but split the set of available contention-based preambles.
Proposal 8. 	A RACH partition can either have its own dedicated PRACH configuration or share a PRACH configuration with other RACH partitions by splitting ROs and/or preambles.
In the case where multiple RACH partitions share a common PRACH configuration, it is more efficient in resource allocation and signaling if their PRACH resources are configured in a hierarchical way. This is especially the case when RACH features in one RACH partition (say, partition A) re a superset of those in another RACH partition (say, partition B). In such cases, network may want to configure the ROs for RACH partition A to be a subset of the ROs for RACH partition B.
We think a mask, which can be a generalized version of the legacy PRACH mask, can be introduced to better support such a hierarchical configuration of resources. For example, if RACH features in RACH partition A are a superset of those in RACH partition B and two partitions share the same PRACH configuration, then network can use this mask to indicate which subset of ROs and/or preambles of those for RACH partition B are configured for RACH partition A.
This enhancement may seems trivial (or an optimization) but can be useful in practice. That is because RACH configurations are signaled in SIB1, which is already approaching its capacity limit. Any enhancement which can help reduce the signaling overhead should be considered.
Proposal 9.	Introduce an enhanced PRACH mask to signal how ROs and/or preambles of one RACH partition may be derived from another.
Similar principle can be applied to configuration of RACH parameters. In principle network can configure RACH parameters for each RACH partition separately. However, in practice many RACH parameters will be the same for most RACH partitions. Repeating them in SIBs can create significant signaling overhead, especially when there are many RACH partitions. One solution is to allow “inheritance” of RACH parameter between RACH partitions, i.e. if RACH features in RACH partition A are a superset of those in RACH partition B, then RACH partition A may inherit those RACH parameters that are common between the two partitions from RACH partition B, unless network configures a dedicated value for RACH partition A.  
Proposal 10. 	If a RACH parameter for a RACH partition is not configured, then it shares the same value with the partition which has the greatest number of common RACH features.
On-demand RACH partitions
It is resource expensive to configure many RACH partitions, especially when access load for a particular RACH partition is low. On the other hand, if a RACH partition for a particular combination of RACH features is not configured, it would be difficult for network to estimate how many UEs can benefit from that RACH partition, because those UEs would have used other RACH partitions. For this reason, we think it may be worth considering on-demand configuration of RACH partitions. 
In such schemes, similar to on-demand system information, network may advertise the set of RACH partitions that it supports but do not have any PRACH resources allocated for them yet. Those RACH partitions are denoted as on-demand RACH partitions (ODRP). If a UE meets the criteria of the RACH features associated with an ODRP, it may perform its RACH procedure in two steps:
· UE first uses legacy RACH procedure to indicate which ODRP it wants to use. This indication can be signalled by on either Msg1 or Msg3, as in legacy on-demand system information request. In Msg2 or Msg4, network provides the configuration information of the requested RACH partition.
· UE then performs RACH procedure over the RACH partition it requested in the previous step.
Such an enhancement can improve the efficient use of PRACH resources. On the other hand, it may increase the access latency of using certain RACH features. Moreover, it is not clear at this stage whether there is enough TUs in R17 to support its study. 
Proposal 11. 	Discuss whether to support on-demand configuration of RACH partitions in R17.   
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:

Proposal 1. 	Joint configuration between multiple (≥2) RACH features over a single RACH partition should be supported.
Proposal 2.	Joint configuration between coverage enhancements and either 2-step RACH or SDT over the same RACH partition is not supported. 
Proposal 3. 	Network has the option to configure RACH partitions for only a subset of all possible combination of RACH features.
Proposal 4. 	When multiple RACH partitions are configured, UE should follow a pre-defined rule to determine which one to use.
Proposal 5.	UE selects RACH partition based on its eligibility for configured RACH features in a prioritized order as follows (highest priority first): 
UL selection (SUL vs NUL), UE type (RedCap vs non-RedCap), slicing, RA type (2-step vs 4-step), coverage enhancement or SDT, preamble group A or B.
Proposal 6.	When fallback from a RACH procedure, UE should follow a pre-defined rule to determine which configured RACH partition to fallback to.
Proposal 7.	This rule can be the same as the one specified in Proposal 5 but is applied in the reversed order.
Proposal 8. 	A RACH partition can either have its own dedicated PRACH configuration or share a PRACH configuration with other RACH partitions by splitting ROs and/or preambles.
Proposal 9.	Introduce an enhanced PRACH mask to signal how ROs and/or preambles of one RACH partition may be derived from another.
Proposal 10. 	If a RACH parameter for a RACH partition is not configured, then it shares the same value with the partition which has the greatest number of common RACH features.
Proposal 11. 	Discuss whether to support on-demand configuration of RACH partitions in R17.  
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