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1 Introduction
WID of RAN slicing (RP-210921) was agreed in RAN#91e [1]. The related WID objectives are summarized below.

The work item aims to standardize the enhancement on RAN support of network slicing. Detailed objectives of the work item are:
   2. Support slice based RACH configuration, specify mechanisms and signalling including, for Mobile Originating     

      cases [RAN2]

      a. Configure separated PRACH configuration (e.g., transmission occasions of time-frequency domain and 
        preambles) for slice or slice group

      b. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for 
         slice or slice group
      c. Determine how this works with existing functionality, which may include how to perform RACH type selection 
        (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar 
        functions such as legacy RA prioritization (e.g., MPS and MCS UEs).
Note: The use of Rel-17 RAN slicing enhancements in given cells shall not prevent from accessibility for Rel-15 and Rel-16 UEs.
In RAN2#114-e [2], good progress was made on slice specific RACH. The following agreements were made:

· 4: RAN2 confirm for a slice group, separated RO and/or separate preamble can be configured within the existing RACH-ConfigCommon and RACH-ConfigCommonTwoStepRA

· 5: Same as NR Rel-15 conclusion, RAN2 conclude that there is no RA-RNTI collision between slice specific RACH and legacy RACH in shared RO 

· 6: Same as NR Rel-15 conclusion, RAN2 conclude that the RA-RNTI collision between slice specific RACH and legacy RACH may happen in separate RO. 

· Working assumption: this can be left to network implementation to resolve it (e.g. network configure RO in different time) 

· FFS how many slice groups we can have and how they are indicated.
Meanwhile, we have email discussion on slice specific RACH in offline#252 [3]. Up to now, it seems that most issues in offline#252 have majority view. Thus, in this contribution, we only discuss the following issues which are not covered in offline#252 [3]:
· Slice grouping signaling
· RA-RNTI collision in case of separate RO
2 Discussion  
2.1 Slice grouping signalling

When slice number is large, it will cause issues for both Solution 1 and Solution 2 as captured in TR 38.832 [4], i.e. resource fragment for RACH resource isolation and too many prioritized parameters for the UE. RAN2#113b-e [5] also has agreed below agreement with FFS on slice group details:

· Slice specific RACH is only applicable if there is slice information (e.g., slice group or slice related operator defined access category) available for AS layer when access. FFS on details of slice group.
Therefore, slice grouping is necessary to be introduced. In Section 5.2.2 of TR 38.832 [4], it has captured to introduce slicing grouping for slice specific RACH, but it is FFS whether to define a new grouping mechanism or reusing UAC access category:  

Slice group is supported for solution 1 and solution 2. Whether to define a new grouping mechanism or reusing UAC access category is left to WI phase.

Observation 1: Section 5.2.2 of TR 38.832 has captured to introduce the slice grouping, and thereby the only FFS is whether to define a new grouping mechanism or reusing UAC access category

As our discussion in companion contribution on slice specific cell reselection [6], we prefer to define a new grouping mechanism from a set of S-NSSAIs to a slice group via NAS signaling because we believe reusing UAC access category is not a clean solution:

· Access category was not designed to indicate slice info. So, there is not 1:1 mapping between them. Then, some slice info may not be derived if they belong to same access category (e.g. some paid/dedicated eMBB slices on top of common eMBB slices)
· Not all the S-NSSAIs belonging to one access category can be supported by gNB, which may cause misunderstanding between UE and gNB on the supported slice.
· UAC is a PLMN concept used for access control. According to TS 38.331, if a slice is not supported by a certain cell, the relevant access category has to be included in SIB message of all cells in this PLMN, which will bring significant SIB overhead and impacts on the Network side.
Observation 2: Reusing UAC access category to configure slice grouping is not a clean solution due to below issues:

· Some slice info may not be derived if they belong to same AC
· Not all slices in one AC can be supported by gNB, which may cause misalignment between UE and gNB

· If a slice is not supported by a certain cell, the relevant AC has to be included in SIB message of all cells in this PLMN, which will bring significant SIB overhead and impacts on the Network side.
We think the same slice grouping mechanism / signaling can be applied to both slice specific cell reselection and RACH. Then, a followed question is whether to configure slice grouping via NAS, or SIB or RRC. As discussed in our companion contribution [6], we prefer to use NAS signaling because of the following justifications: 

· Slice grouping should be UE dedicated. NAS signaling is more suitable to support UE differentiation on slice supporting.

· Following homogeneous slice assumption in TA, slice grouping configuration should remain unchanged when not moving out of TA. Then, NAS signalling naturally makes UE to only update slice grouping in TAU. 
· For RACH, it needs to work for IDLE/INACTIVE UE. It implies that SIB needs to broadcast slicing grouping configuration if AS signalling is introduced. It will have significant overhead of SIB broadcasting.  
Thus, we propose:

Proposal 1: For both slice specific cell reselection and slice specific RACH, introduce a common slice grouping via a configured mapping from a set of S-NSSAIs to a slice group via NAS signaling
Because NAS signaling design is in expertise of SA2, we also propose to send LS to SA2: 

Proposal 2: RAN2 send LS to SA2 to request them to specify NAS signaling for slice grouping 
Another related issue is when the UE’s intended slices include more than 1 S-NSSAIs (e.g. both eMBB and URLLC in location 1), it is not clear how the UE can determine the slice priority. We also discussed this issue in our companion contribution on slice specific cell reselection [6]. There are below 3 alternatives:
· Alt-1: Leave it to UE implementation

· Alt-2: Request SA2/CT1 to introduce slice priority in NAS signaling

· Alt-3: Slice priority is implicitly derived (e.g. via its entry order in allowed S-NSSAI)

According to our SA2 colleague, SA2 discussed but didn’t agree to introduce NAS signaling for slice priority in Rel-17. 

Observation 3: In Rel-17 eNS phase 2, SA2 discussed but didn’t agree to introduce NAS signaling for slice priority in Rel-17

We don’t think SA2 can change their conclusion at this stage. Thus, at this stage, we think the possible feasible way is to leave “slice priority” to UE implementation, i.e., Alt-1. It should be applied to both slice specific cell reselection and slice specific RACH.

Proposal 3: It is up to UE implementation to determine slice priority when the UE has more than one intended slices
Finally, the maximum number of slice grouping was discussed in RAN#114-e [2], but not concluded. It was also captured as one FFS as illustrated below:

· FFS how many slice groups we can have and how they are indicated.
We think the maximum number of slice group needs further discussion. Its value should depend on tradeoff between increased signaling overhead (e.g., dedicated RACH configurations per slice group) and operators’ requirement on slice grouping granularity. At this stage, because it is not clear what dedicated configurations can be configured for one slice group, it is difficult to determine the maximum number of slice groups. Thus, we propose to postpone this discussion:

Proposal 4: Postpone the decision on maximum number of slice grouping configured by Network after it is clear what dedicate configurations can be configured for one slice group.
2.2 RA-RNTI collision 

In RAN2#114 [2], the issue whether there is collision between RA-RNTI of slice specific RACH and legacy RACH RNTI was discussed. And below agreements were made:
· 5: Same as NR Rel-15 conclusion, RAN2 conclude that there is no RA-RNTI collision between slice specific RACH and legacy RACH in shared RO 

· 6: Same as NR Rel-15 conclusion, RAN2 conclude that the RA-RNTI collision between slice specific RACH and legacy RACH may happen in separate RO. 

· Working assumption: this can be left to network implementation to resolve it (e.g. network configure RO in different time) 
As observed, the only remaining issue is whether to confirm the working assumption that collision in case of separate RO can be left to network implementation. In our understanding, the network implementation should be sufficient to resolve the collision at least in below ways:
· ROs which may cause collision are configured in different time

· Rely on contention resolution in Msg4   
Observation 4: For the RA-RNTI collision in separate RO, Network can resolve it by implementation (e.g. configuring ROs in different time, or rely on contention resolution in Msg4) 
During online discussion of RAN2#114-e [2], some companies showed concern that these solutions may imply a restriction on Network implementation. We understand the concern, but please note that introducing a new RA-RNTI will occupy limited space of RA-RNTI. Meanwhile, RA-RNTI collision in separate RO is not a specific issue for slice specific RACH. Instead, all other RACH features being discussed in Rel-17 (e.g., Redcap RACH, SDT and coverage enhancement) have similar issue. Thus, we think RAN2 at least should not specify a solution only for slice specific RACH. 
Observation 5: Introducing a new RA-RNTI will occupy limited space of RA-RNTI. Meanwhile, RA-RNTI collision in separate RO is not a specific issue only for slice specific RACH. Instead, all RACH features being discussed in Rel-17 have similar issue
Based on above analysis, we prefer to confirm the working assumption for slice specific RACH. And concerned companies can propose their solution in unified RACH discussion.
Proposal 5: Confirm the working assumption that RA-RNTI collision between slice specific RACH and legacy RACH in case of separate RO is left to network implementation to resolve it.
3 Conclusion
In this contribution, we further discuss slice specific RACH. Our observations:
Observation 1: Section 5.2.2 of TR 38.832 has captured to introduce the slice grouping, and thereby the only FFS is whether to define a new grouping mechanism or reusing UAC access category

Observation 2: Reusing UAC access category to configure slice grouping is not a clean solution due to below issues:

· Some slice info may not be derived if they belong to same AC
· Not all slices in one AC can be supported by gNB, which may cause misalignment between UE and gNB

· If a slice is not supported by a certain cell, the relevant AC has to be included in SIB message of all cells in this PLMN, which will bring significant SIB overhead and impacts on the Network side.
Observation 3: In Rel-17 eNS phase 2, SA2 discussed but didn’t agree to introduce NAS signaling for slice priority in Rel-17

Observation 4: For the RA-RNTI collision in separate RO, Network can resolve it by implementation (e.g. configuring ROs in different time, or rely on contention resolution in Msg4) 
Observation 5: Introducing a new RA-RNTI will occupy limited space of RA-RNTI. Meanwhile, RA-RNTI collision in separate RO is not a specific issue only for slice specific RACH. Instead, all RACH features being discussed in Rel-17 have similar issue
Based on discussion, our proposals are:

Proposal 1: For both slice specific cell reselection and slice specific RACH, introduce a common slice grouping via a configured mapping from a set of S-NSSAIs to a slice group via NAS signaling
Proposal 2: RAN2 send LS to SA2 to request them to specify NAS signaling for slice grouping 
Proposal 3: It is up to UE implementation to determine slice priority when the UE has more than one intended slices
Proposal 4: Postpone the decision on maximum number of slice grouping configured by Network after it is clear what dedicate configurations can be configured for one slice group.
Proposal 5: Confirm the working assumption that RA-RNTI collision between slice specific RACH and legacy RACH in case of separate RO is left to network implementation to resolve it.
4 References
[1] RP-210912, New WID on enhancement of RAN Slicing for NR
[2] RAN2#114-e, Chair Notes

[3] R2-210xxxx, Report for [Post114-e][252][Slicing] RACH partitioning details for slicing, CMCC
[4] TR 38.832, v-1.0.0, Study on enhancement of Radio Access Network (RAN) slicing.

[5] RAN2#113b-e, Chair Notes

[6] R2-2107108, Further discussion on slice specific cell reselection, Qualcomm Incorporated.


