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1. Introduction
The following agreements were made in RAN2#113bis_e meeting for busy indication and a LS was sent to SA2/CT1/RAN3 for clarification and decision [1][2]: 

Agreements
1	Only support NAS-based busy indication (for IDLE and INACTIVE)

[bookmark: _Hlk69289054][200] It was raised that this decision may have unforeseen impacts to SA2/CT1 so session chair declared email discussion [231] to attempt to clarify those.
[200] discuss over email [231] what are the consequences of this decision, and if there are issues to ask from SA2/CT1, provide a draft reply LS.
If SA2/CT1/RAN3 feedback indicates this is not possible, RAN2 can revert the agreement on NAS-based busy indication for INACTIVE.
Send LS to SA2, CT1, RAN3 (short email discussion) asking for feedback 
Short email discussion (vivo) for the LS. Can use R2-2104333 as basis.

In this contribution, we analyze the pros and cons for NAS based busy indication and RRC based busy indication, then try to give a way forward from RAN2 perspective.
1. Discussion 
Based on RAN2 LS [2], SA2 group had a hot debate and agreed to give the feedback like the following [3]：
SA2 thanks RAN2 for their LS on NAS-based busy indication for Idle and RRC Inactive state (S2-2103768 / R2-2104354).
The attached CR implements the RAN2 agreement to enable RAN2 to further analyse the topic and come back to SA2 with any additional feedback. Several companies in SA2 (13) have a concern about the use of NAS-based busy indication from RRC Inactive state as described hereafter. Several other companies in SA2 (12) do not share this concern.
	-  The UE resumes from RRC-Inactive when sending the Paging Reject in NAS level.
-  The RAN is unaware of the content of the NAS message and forwards the NAS message to AMF. The RAN node starts scheduling the DL data or signalling within its buffers for the UE. 
- Depending upon UE implementation, the UE may discard any received packet or NAS PDU, which would lead to use of Uu resources for these discarded packets or NAS PDUs.
- This may continue until the UE is released. 
- RAN receives the N2 release request from the AMF and then releases the UE to CM-IDLE/RRC-IDLE.



SA2 would like to ask RAN2 to evaluate this CR and provide feedback on the above concerns. 
Given that SA2 work on MUSIM is due for completion in June 2021, SA2 agreed to proceed with the attached CR, but including an Editor’s note. A response from RAN2 is desired so SA2 can decide how to proceed. 

Regarding the specific RAN2 questions in the LS:
· Question 1: Are the impacts identified by RAN2 valid?
· Question 2: Are there any other impacts beyond those identified by RAN2?
· Question 3: If the ANS to Q1 and/or to Q2 is yes, can they be specified within Rel-17 timeframe?

SA2 would like to offer the following answers:
-	A1: As indicated above.
-	A2: See the concern description above expressed by several companies, noting that not all companies share this concern.
-	A3: The attached CR needs only the Editor's note to be removed if RAN2 does not change its Working assumption. If the RAN2 assumptions change (e.g. AS-level busy), SA2 needs to update the corresponding solution.

[bookmark: _Hlk72924533]SA2 would also like to bring to RAN2’s attention the attached CR implies that at the end of the 5GS NAS Leaving procedure the UE is always put in RRC Idle state.
In addition, SA2 would like to check with RAN2 what range of absence time RAN2 considers to use in the procedure for “switching without leaving RRC Connected state”.
In SA2 reply LS, we can find that SA2 tends to agree RAN2 suggestion, i.e. Only support NAS-based busy indication and also gives a draft CR to reflect the intention. To make their work safer, SA2 also adds an editor’s note to allow RAN2 further evaluation the feasibility of NAS based busy indication [4]:
The Service Request procedure is used by the UE, when in MUSIM mode, in:
a)	CM-CONNECTED state to request release of the UE connection, stop of any data transmission, discard of any pending data and, optionally, store Paging Restrictions information; or
b)	CM-IDLE state to request removal of the Paging Restrictions information.
NOTE X: 	It is not expected that UE in MUSIM mode will execute UE triggered service request procedure with Release Request indication if regulatory prioritized services (e.g. emergency service, emergency callback waiting) are ongoing.
c)	CM-IDLE state to respond to paging with a Reject Paging Indication that indicates that N1 connection shall be released and no user plane connection shall be established. The UE optionally provides the Paging Restrictions information. The UE may be unable to respond to paging with a Reject Paging Indication, e.g. due to UE implementation constraints.
NOTE Y: 	UE in MUSIM mode and RRC Inactive/CM-CONNECTED state that decides to reject the RAN paging, requests the release of the UE connection as in bullet a) above. The UE can discard, by implementation, any data or NAS PDUs that it receives before it is released.
Editor's Note: The use of Service Request procedure from RRC Inactive state to reject RAN paging is subject to RAN2 feedback.
But if you carefully look at the solution highlighted yellow above, you can find that there is no specific solution for RRC_INACTIVE for busy indication. Instead, the RRC leaving mechanism with Paging Restrictions information for RRC_CONNECTED mode is reused as the solution to achieve busy indication negotiation for RRC_INACTIVE, which means UE in RRC_INACTIVE mode should resume normally first and then send service request carried by SRB2 to indicate leaving and paging filtering, just like the leaving behavior defined for RRC_CONNECTED mode. More addition, reusing NAS leaving solution for RRC_INACTIVE cannot avoid DL user data transmission before going back to RRC_IDLE.
Observation 1: Based on the agreed SA2 CR for busy indication, there is no harmonized solution between RRC_INACTIVE and RRC_IDLE, which is not aligned with RAN2 original intention to assume that NAS based busy indication can harmonize the solution between RRC_INACTIVE and RRC_IDLE.
Observation 2: Reusing NAS leaving solution for RRC_INACTIVE cannot avoid DL user data transmission before going back to RRC_IDLE as the UE in RRC_INACTIVE mode should resume normally first and then send service request carried by SRB2 to indicate leaving and paging filtering.
The SA2 solution is pending on RAN2 feedback based on the editor note, before fully agree SA2 busy indication solution for RRC_INACTIVE, RAN2 should further evaluate the pros and cons to have this NAS based busy indication for UEs in RRC_INACTIVE, the following impacts were identified by RAN2 in the LS [2]:
Impact1: Service Request triggering for RRC_INACTIVE: Triggering busy indication from NAS while UE is in RRC_INACTIVE state (which NAS does not differentiate from RRC_CONNECTED) requires specification changes (SA2, CT1). This is assuming that the NAS based busy indication will use Service Request procedure per SA2 agreements.
Impact2: Sending busy indication to 5GC may cause extra delay if 5GC then needs to inform RAN about it (SA2, RAN3)
Based on SA2 reply LS [3], more impacts were raised:
Impact3: Unnecessary DL data transmission after resuming from RRC_INACTIVE: the RAN is unaware of the content of the NAS message and forwards the NAS message to AMF. The RAN node starts scheduling the DL data or signalling within its buffers for the UE. Depending upon UE implementation, the UE may discard any received packet or NAS PDU, which would lead to use of Uu resources for these discarded packets or NAS PDUs. This may continue until the UE is released.
Impact4: Impossible to put UE back into RRC_INACTIVE again after sending NAS based busy indication: at the end of the 5GS NAS Leaving procedure the UE is always put in RRC Idle state.
In summary, the pros and cons for NAS based busy indication is given below:
Table 1: Pros and cons for NAS based busy indication
	NAS based busy indication for UE in RRC_INACTIVE
	Pros
harmonizing the busy indication for RRC_INACTIVE with RRC_CONNECTED
	Cons

	
	
	Impact1: New Service Request trigger for RRC_INACTIVE

	
	
	Impact2: Extra delay for RAN to apply busy indication compared to RRC based busy solution

	
	
	Impact3: Unnecessary DL data transmission after resuming from RRC_INACTIVE during busy indication delivery

	
	
	Impact4: Impossible to put UE back into RRC_INACTIVE again after sending NAS based busy indication



For ‘Impact1’, this is a normal spec impact to introduce NAS based busy indication, the spec change is quite simple, so no need to talk too much on this, we assume the change is anyway acceptable. 
Regarding to ‘Impact2’, RAN2 believes NAS based busy may cause extra delay for RAN to apply busy indication, but in our view, this may depend on the final solution from SA2 and RAN2, it’s too early to make this assumption. More addition, even if we have this consequence for NAS based busy indication, it’s still acceptable to us as busy indication is not a delay sensitive function and the extra delay is not significant long.
As for ‘Impact3’, RAN2 never discuss this impact before, it’s recognized in SA2 discussion and mentioned in SA2 reply LS [3]. Based on current RRC spec, we tend to share the understanding on ‘Impact3’ from SA2. Because RAN paging is usually triggered by user data coming from UPF, after the suspended DRB resources are resumed, it’s nature for RAN to start the DL user data transmission as the content included in NAS container is totally transparent for RAN. Actually, the DL data transmission is not desirable from UE side as the resuming target is to send the NAS based busy indication, which will waste the resources for both UE and RAN side. Two solutions are on the table for this further impact:
Solution1: An indication is added into RRCResumeComplete message to stop the RAN side DL user data transmission after resuming. Once RAN side receives the indication, the RAN will not start the DL user data scheduling after UE resuming.
Solution2: Once the UE decides to send NAS based busy indication, UE should first fall back to RRC_IDLE state if UE is in RRC_INACTIVE state and reuse the signaling defined for RRC_IDLE to send the NAS based busy indication. This method is simple and can also avoid the ‘Impact3’ issue.
Finally, for ‘Impact4’, we think this spec limitation is not acceptable for us if UE will always be put into RRC_IDLE after sending NAS based busy indication no matter UE originally is in RRC_IDLE and RRC_INACTIVE state. Not only there is no additional benefit to put NAS based busy indication into UL NAS transfer message compared to putting NAS based busy indication into RRCSetupComplete message, but also introducing the following extra drawbacks:
Drawback1: If UEs in RRC_INACTIVE resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, the Unnecessary DL data transmission after resuming from RRC_INACTIVE during service request delivery will happen, which is not desirable from UE perspective.
Drawback2: If UEs in RRC_INACTIVE resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, UE inactive context retrieve procedure is unnecessarily triggered during UE RRC resuming procedure (If UE resumes from a non-anchor RAN node) as anyway the UE will be put into RRC_IDLE after sending NAS based busy indication, UE has no chance to use the retrieved inactive context, which wastes the signaling between RAN node.
Drawback3: If UEs in RRC_INACTIVE resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, UE will never have chance to be put back into RRC_INACTIVE again after sending NAS based busy indication based on SA2 CR, which makes it useless to keep UE in RRC_INACTIVE state once RAN paging is received.
Observation 3: If UEs in RRC_INACTIVE resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, UE inactive context retrieve procedure is unnecessarily triggered during UE RRC resuming procedure (If UE resumes from a non-anchor RAN node) as anyway the UE will be put into RRC_IDLE after sending NAS based busy indication, UE has no chance to use the retrieved inactive context, which wastes the signaling between RAN node.
Observation 4: If UEs in RRC_INACTIVE resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, UE will never have chance to be put back into RRC_INACTIVE again after sending NAS based busy indication based on SA2 CR, which makes it useless to keep UE in RRC_INACTIVE state once RAN paging is received.
Based on above observations, we can see it’s not a good way to reuse leaving solution introduced for RRC_CONNECTED mode to achieve busy indication for RRC_INACTIVE. A more reasonable solution is to fall back to RRC_IDLE solution for NAS busy indication delivery, i.e. Once the UE decides to send NAS based busy indication, UE should first fall back to RRC_IDLE state if UE is in RRC_INACTIVE state and reuse the signaling defined for RRC_IDLE to send the NAS based busy indication. On top of this solution, the drawbacks listed in observation2~observation4 will never happen. More addition, we can achieve harmonized solution between RRC_IDLE and RRC_INACTIVE for busy indication delivery.
Proposal 1a: Once the UE decides to send NAS based busy indication, UE should first fall back to RRC_IDLE state if UE is in RRC_INACTIVE state and reuse the signaling defined for RRC_IDLE to send the NAS based busy indication.
If companies still think that UEs in RRC_INACTIVE should resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, i.e. SA2 solution, the drawbacks listed in observation2~observation4 should be further considered. One possible way is to add an indication into RRCResumeComplete message to stop the RAN side DL user data transmission after resuming, but this solution only solves the major concern raised in Observation 2, for the other concerns, it remains there.
Proposal 1b: An indication is added into RRCResumeComplete message to stop the RAN side DL user data transmission after resuming. Once RAN side receives the indication, the RAN will not start the DL user data scheduling after UE resuming.
The solutions mentioned in Proposal1a and Proposal1b are both NAS based busy indication delivery, if companies would like to revert the RAN2 agreement, i.e. Only support NAS-based busy indication (for IDLE and INACTIVE), RRC-based busy indication delivery is also a way forward, but the consequence is that RAN2 should restart the technical discussion again.
 For RRC-based busy indication delivery, two major alternatives are on the table:
Alternative1: For UE in RRC_INACTIVE state, busy indication is included in MSGA and MSG3.
Some companies show some security concern to put busy indication in MSGA and MSG3. In our view, the validity of busy indication is guaranteed by short MAC-I which is transmitted together with busy indication as the Anchor gNB will check the short MAC-I before applying the corresponding busy indication. Short MAC-I is one type of messages with security, so no SA3 concern is indentified.
Alternative2: For UE in RRC_INACTIVE state, busy indication is included in MSG5, i.e. RRCResumeComplete message.
RRCResumeComplete message is protected by security, no security concern is involved. On the other hand, 
compared to Alternative1, extra delay will be introduced but the delay is not significant.
Proposal 1c: If RRC-based busy indication is introduced, RAN2 to discuss which of the following options is more desirable: 
Alternative1: For UE in RRC_INACTIVE state, busy indication is included in MSGA and MSG3.
Alternative2: For UE in RRC_INACTIVE state, busy indication is included in MSG5, i.e. RRCResumeComplete message.
No matter which of the proposals above is agreed, RAN2 should inform SA2/CT1/RAN3 of our latest agreements as the other group is waiting our final decision.
Proposal 2: Send a LS to SA2/CT1/RAN3 to inform them of RAN2 latest agreements on busy indication.
Another issue raised in the SA2 reply LS is about the absent time for the switching case without leaving [3]:
In addition, SA2 would like to check with RAN2 what range of absence time RAN2 considers to use in the procedure for “switching without leaving RRC Connected state”.
It seems that this issue is more like a RAN specific issue as the ‘switching without leaving RRC Connected state’ between gNB and UE is usually invisible to core network, i.e. UE RRC_CONNECTED mode at core network is maintained during UE switching without leaving RRC Connected state in Uu interface.
Observation 5: The RRC_CONNECTED mode UE temporary absence in network A is usually invisible to core network during UE switching without leaving RRC Connected state in Uu interface.
But what matters there is that any extension for absence time length may have potential impact for SA2 QoS requirement. On top of this, RAN2 should carefully evaluate the absence time length for MUSIM capable UEs during switching without leaving RRC Connected state. Gap discussion is covered by [Post114-e][243][MUSIM] Gap handling, we don’t want to discuss the details again in this paper. What we want to discuss here is about the basic principle for gap window length. Two way forward can be considered:
Way forward1: RAN2 aims to not extend the range of absence time for UE in RRC_CONNECTED mode for MUSIM capable UEs during switching without leaving RRC Connected state, if a larger absence time is required, multiple ‘existing short gap window’ is configured to meet the requirements. This method only limits the spec impact to RAN2.
Way forward2: RAN2 can extend the range of absence time for UE in RRC_CONNECTED mode for MUSIM capable UEs during switching without leaving RRC Connected state. Once RAN2 agrees to make the extension, a LS for coordination should be sent to SA2/CT1/RAN4 to trigger the corresponding discussion. This may need extra time and spec effort for SA2/CT1/RAN4 to complete their work. Actually, SA2 MUSIM WI work is completed in SA2#145_E meeting, there is a risk to not complete the relevant work in R17.
Based on above, we slightly prefer to go way forward1 as the spec effort is only limited to RAN2.
Proposal 3: RAN2 aims to not extend the range of absence time for UE in RRC_CONNECTED mode for MUSIM capable UEs during switching without leaving RRC Connected state, if a larger absence time is required, multiple ‘existing short gap window’ is configured to meet the requirements. This method only limits the spec impact to RAN2.
Proposal 4: Send a LS to SA2/CT1/RAN4 to inform them of RAN2 latest agreements on range of absence time for UE in RRC_CONNECTED mode for MUSIM capable UEs during switching without leaving RRC Connected state.
1. Conclusion
In conclusion, we propose the following:
Observation 1: Based on the agreed SA2 CR for busy indication, there is no harmonized solution between RRC_INACTIVE and RRC_IDLE, which is not aligned with RAN2 original intention to assume that NAS based busy indication can harmonize the solution between RRC_INACTIVE and RRC_IDLE.
Observation 2: Reusing NAS leaving solution for RRC_INACTIVE cannot avoid DL user data transmission before going back to RRC_IDLE as the UE in RRC_INACTIVE mode should resume normally first and then send service request carried by SRB2 to indicate leaving and paging filtering.
Observation 3: If UEs in RRC_INACTIVE resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, UE inactive context retrieve procedure is unnecessarily triggered during UE RRC resuming procedure (If UE resumes from a non-anchor RAN node) as anyway the UE will be put into RRC_IDLE after sending NAS based busy indication, UE has no chance to use the retrieved inactive context, which wastes the signaling between RAN node.
Observation 4: If UEs in RRC_INACTIVE resume first and then use UL NAS transfer message to send NAS leaving and paging filtering indication, UE will never have chance to be put back into RRC_INACTIVE again after sending NAS based busy indication based on SA2 CR, which makes it useless to keep UE in RRC_INACTIVE state once RAN paging is received.
Proposal 1a: Once the UE decides to send NAS based busy indication, UE should first fall back to RRC_IDLE state if UE is in RRC_INACTIVE state and reuse the signaling defined for RRC_IDLE to send the NAS based busy indication.
Proposal 1b: An indication is added into RRCResumeComplete message to stop the RAN side DL user data transmission after resuming. Once RAN side receives the indication, the RAN will not start the DL user data scheduling after UE resuming.
Proposal 1c: If RRC-based busy indication is introduced, RAN2 to discuss which of the following options is more desirable: 
Alternative1: For UE in RRC_INACTIVE state, busy indication is included in MSGA and MSG3.
Alternative2: For UE in RRC_INACTIVE state, busy indication is included in MSG5, i.e. RRCResumeComplete message.
Proposal 2: Send a LS to SA2/CT1/RAN3 to inform them of RAN2 latest agreements on busy indication.
Observation 5: The RRC_CONNECTED mode UE temporary absence in network A is usually invisible to core network during UE switching without leaving RRC Connected state in Uu interface.
Proposal 3: RAN2 aims to not extend the range of absence time for UE in RRC_CONNECTED mode for MUSIM capable UEs during switching without leaving RRC Connected state, if a larger absence time is required, multiple ‘existing short gap window’ is configured to meet the requirements. This method only limits the spec impact to RAN2.
[bookmark: _GoBack]Proposal 4: Send a LS to SA2/CT1/RAN4 to inform them of RAN2 latest agreements on range of absence time for UE in RRC_CONNECTED mode for MUSIM capable UEs during switching without leaving RRC Connected state.
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