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1	Introduction
[bookmark: _Ref178064866]The new WID of Enhanced Industrial Internet of Things (IoT) and ultra-reliable and low latency communication (URLLC) support for NR, approved in RAN#86 and revised in RAN#88e[1], indicated that the objective about RAN enhancements on new QoS parameters is included:
	1. 
1. 
1. 
1. 
1. RAN enhancements based on new QoS related parameters if any, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3] 


RAN2 has made some progress about new QoS related parameters during previous meetings and email discussions, e.g. survival time, communication service availability. The following agreements were achieved [2]: 
Agreements
-	Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 
-	RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
-	Support for survival time in UCE is up to network configuration. 
-	Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  
-	Communication service reliability (CSR) is not needed on top of survival time
-	Only periodic traffic is considered for survival time work in Rel-17
-	RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress
In this contribution, we would like to provide our considerations on the new QoS parameters and RAN enhancements.
2	Discussion
2.1 Survival Time
In the last RAN2 meeting, we discussed the survival time and related RAN2 enhancements. It comes that the relevant Survival Time requirements to consider are those of the Periodic deterministic communication service which are expressed by SA1 in Table 5.2-1 from TS 22.104 [3]. 
TS 22.104 [3] defines Survival Time (ST) as “the time that an application consuming a communication service may continue without an anticipated message.” Moreover, SA2 finalized in SA2#143e the inclusion of the Survival Time parameter for a given TSC flow in the TSCAI in TS23.501 [4] as follows, referring to the definition in TS 22.104:
	[bookmark: OLE_LINK4]Survival Time may be provided by TSN AF/AF either in terms of maximum number of messages or in time units, where a time unit is equivalent to the Periodicity. During a single period, single burst is expected. If Survival Time is provided in terms of maximum number of messages, the SMF coverts it into time units by multiplying its value by the Periodicity provided in the TSCAI Container. The SMF corrects the Survival Time in time units by the previously received cumulative rateRatio from the UPF and sets the TSCAI Survival Time to the corrected value.
Table 5.27.2-1 : TSC Assistance Information (TSCAI)
	Assistance Information
	Description

	Flow Direction
	The direction of the TSC flow (uplink or downlink).

	Periodicity
	It refers to the time period between start of two bursts.

	Burst Arrival time (Optional)
	The latest possible time when the first packet of the data burst arrives at either the ingress of the RAN (downlink flow direction) or egress interface of the UE (uplink flow direction).


	Survival Time (Optional)
	It refers to the time period an application can survive without any burst, as defined in Annex C.2.3, TS 22.104 [105].





Therefore, from RAN perspective, it should be a common understanding that, when a service flow, configured with Survival Time, enters Survival Time, RAN action should be to improve the associated link reliability to make sure any subsequent message(s) can be delivered successfully before the Survival Time is violated. In order to guarantee the service availability of an application with survival time requirement, RAN shall improve its transmission reliability if the application enters survival time, e.g. a packet is lost or delayed during Uu transmission. 
However, Survival Time information is optional which means that the network is not required to must use it, e.g. monitor the survival time and “improve” the link quality subsequently. Once survival time mode is entered, we cannot “make sure” the message is delivered before survival time expiry, we can only allow the option of “improving the associated link reliability” to meet its service level requirement, e.g., communication service availability, communication service reliability and etc. 
In another way, for the cases that the communication service can tolerate more packet loss, it is not necessary to make sure that every one of the subsequent transmissions should be delivered successfully which may lead to resource waste, especially for long ST. In this view, the opposite (relaxing reliability or at the very least doing nothing) is also a possibility, resulting in higher flexibility and covering a wider range of use cases for ST. We do not think we have to limit the use of ST to improving reliability, even though we concede it is the most common use case. 
Proposal 1	When a service flow, configured with survival time, enters survival time, RAN action (gNB and/or UE) should be to improve the associated link reliability to make sure at least one of the subsequent message(s) can be delivered successfully before the survival time is violated. 
Observation 1	We don’t have to limit the use of ST to improving link reliability. 
2.1.1 Survival Time triggering
From the contributions posted at RAN2#113bis-e and email discussion [Post113bis-e][506], following candidate solutions were proposed for triggering Survival Time “state”:
1. Left to gNB implementation only, so that specification enhancements for UE-based solutions are not needed;
2. UE-based with proactive trigger: UE triggers ST based on Sequence Number i.e. boosts reliability proactively every N packets;
3. UE-based with reactive trigger: UE triggers ST based on Tx-side timer or Tx-side counting of transmission failures, and autonomously applies a more reliable pre-configured UL transmission.
Obviously, the gNB is the first to know whether the UL transmission is succeed or not, so is the count of the consecutive UL transmission failures. It is easy to understand that the gNB shall know before the UE when the communication enters the Survival Time. Then the gNB can perform enhancement to improve the link reliability to make sure that the subsequent UL transmission(s) shall be delivered successfully. 
However, the gNB only enhancements may not meet the delay requirement of the services because of the latency introduced by sending enhancement configuration to the UE. So the gNB only enhancements may be feasible for the communication services with medium and long ST for the network may have enough time to control the UE’s UL transmission. But, for the cases with short ST, further study is needed. 
Observation 2	gNB only enhancements may be feasible for the communication services with medium and long ST.
Proposal 2	Quantitative analysis should be done for the gNB based enhancements to determine whether the gNB related solutions can meet the delay requirement of the URLLC services.
For the UE based proactive solutions, the UE “proactively boost the reliability of at least one burst in every N-th incoming burst to make sure consecutive error of N burst does not occur”. Such solutions may meet the latency requirements of a given use case and will have no reason to cause application failure. However, with additional resources required all the time, the UE based proactive solutions shall lead to resource inefficiency whereas the case entering ST seldom occurs (PER of 10-4/10-5). 
Observation 3	UE based proactive solutions shall lead to resource inefficiency.
The UE based reactive solutions mainly includes two alternative options, either based on Tx-side timer or Tx-side counting of transmission failures. In short, with reactive triggers, UE autonomously applies a more reliable pre-configured UL transmission only when needed, i.e. when it actually experiences Survival Time, and it meets the requirements for the most stringent TSN flows of TS 22.104 and allows a wide range of transmission reliability increase methods (duplication, L1/L2 parameters adaptation, …) based on pre-configuration.
UE based reactive solutions are much more resource efficient. Since the gNB knows first whether transmission failure occurred or not, gNB can assign addition pre-configured resources if they are not required. From this perspective, UE-based reactive ST triggering combined with gNB implementation would be an effective way to handle survival time for services with extremely high reliability requirement. 
The triggering timer is (re)started either at the reception of the packet in PDCP or at BAT, or upon receiving ACK for the previous packet and stopped upon receiving ACK. Survival Time is triggered when such timer expires and optionally also upon receiving NACK. 
Some companies hold the point that the solution requires gNB always sending either ACK or NACK for each packet, and shall lead to uselessly adapting the transmission resource configuration to achieve higher reliability (e.g. in case missed PDCCH was carrying ACK). However, we don’t agree with it for entering Survival Time rarely occurs and we can figure ways to make up for the disadvantages, e.g. the timer can be started after receiving NACK only in the case of failed transmission.  
Observation 4	Tx-side timer methods should be taken into consideration for triggering ST. 
In another hand, the Survival Time can be triggered with the Tx-side Counter which is to say the Survival Time is triggered when UE experiences N consecutive UL transmission failures for the flow/DRB/LCH configured with Survival Time. In this case, transmission failures are detected by receiving NACK from the network which may be HARQ-NACK, e.g. DCI retransmission grant, or RLC NACK. 
For IIoT services with extremely stringent service availability requirement, the counter value can be set as one, which means each HARQ retransmission will trigger UE to improve transmission reliability. The HARQ retransmission works as an implicit NACK indication without introducing explicit HARQ feedback for UL transmission. Thus the Tx-side counter-based method is a simple and easily-implemented solution for triggering survival time.
While it may be comparable (overhead-wise) with some gNB-based implementation solutions (as noted by Ericsson), the advantage of the Tx-side timer and Tx-side counter over gNB-based implementation solutions are that it can actually get the job done in the sense of quicker reaction.
Proposal 3	Having both gNB implementation and UE based enhancement offers flexibility.
2.1.2 Link reliability increase mechanisms
As is discussed in the email discussion [Post113bis-e][506], the link candidate reliability boost mechanisms mainly contains Duplication activation and L1/L2 configuration adaptation besides the gNB scheduling. 
Duplication is an effective method to improve transmission reliability. For the service enters survival time or be detected that need to perform enhancement to ensure the subsequent uplink transmission success, PDCP duplication combined with UE based autonomous solutions can be utilized to improve the uplink transmission reliability with almost no extra delay introduced. This makes it suitable for the service with stringent delay requirement.  Autonomous duplication activation according to triggered conditions, e.g. HARQ retransmission, together with gNB implementation to timely schedule transmission resource would be a promising solution to handle survival time.
However with two or more than two RLC entities configured (up to four for the current specification), the PDCP duplication related solution brings resource waste for entering survival time is not an often occasion. We should study when to use the PDCP Duplication solution and how many RLC entities should be configured, balance between reliability and resource efficiency should be considered.
Observation 5	PDCP Duplication is a promising link reliability boosting mechanism.
L1/L2 configurations such as flexible L2 configuration switching (e.g. RLC leg switching), dynamic LCH configuration change (e.g. priority), UE autonomous LCH restriction relaxation, and LCP adjustment by pre-defined rule, adaptive L1 configuration (e.g. lower the MCS or boost the data transmission power) can be utilized to increase the link reliability. 
Similar to the PDCP Duplication activation mechanism, the solutions mentioned above can work together with UE autonomous solutions and gNB based solutions to boost the link reliability. The L1 related solutions can be left to RAN1 discussion and we can send LS to RAN1 for it.
Observation 6	L1/L2 configuration solutions should be take into consideration.
Proposal 4	Send LS to RAN1 to trigger discussion on L1 configuration solutions.
3	Conclusion
In the previous sections we made the following observations: 
Observation 1	We don’t have to limit the use of ST to improving link reliability.
Observation 2	gNB only enhancements may be feasible for the communication services with medium and long ST.
Observation 3	UE based proactive solutions shall lead to resource inefficiency.
Observation 4	Tx-side timer methods should be taken into consideration for triggering ST.
Observation 5	PDCP Duplication is a promising link reliability boosting mechanism.
Observation 6	L1/L2 configuration solutions should be take into consideration.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Proposal 1	When a service flow, configured with survival time, enters survival time, RAN action (gNB and/or UE) should be to improve the associated link reliability to make sure at least one of the subsequent message(s) can be delivered successfully before the survival time is violated.
Proposal 2	Quantitative analysis should be done for the gNB based enhancements to determine whether the gNB related solutions can meet the delay requirement of the URLLC services.
Proposal 3	Having both gNB implementation and UE based enhancement offers flexibility.
Proposal 4	Send LS to RAN1 to trigger discussion on L1 configuration solutions.

[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref21087754][bookmark: _Ref7703255][bookmark: _Ref16540476][bookmark: _Hlk4353930]RP-201310, Revised WID: Enhanced Industrial Internet of Things (IoT) and ultra-reliable and low latency communication (URLLC) support for NR, Nokia, Nokia Shanghai Bell, RAN#88e, July 2020.
R2-2101954, Report for Rel-17 Small data and URLLC/IIoT and Rel-16 NR-U, Power Savings, and 2step RACH, Session Chair (InterDigital), RAN2#113e, Jan 2021
3GPP TS22.104, Service requirements for cyber-physical control applications in vertical domains, V17.4.0
TS23.501, System architecture for the 5G System (5GS), V17.0.0, 2021-03


	6/6	
