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[bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
In last RAN2 meeting, topology adaptation enhancements for IAB were discussed, and made the following agreements in [1].
For CHO aspects:
=> The use cases for IAB-MT CHO should be migration and RLF recovery. 
=> RAN2 should have a common solution for intra-CU/intra-DU CHO and intra-CU/inter-DU CHO. 
=> condEventA3 and condEventA5 are applicable to IAB-MT.
=> FFS if other CHO execution condition is needed (e.g. whether type 2 RLF indication can be used as trigger).
For F1 over NR access link aspect:
=> SRB2 can be used for F1-C transport in CP/UP-separation scenario 1 (FFS other cases).
=> Split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2 (FFS other cases).
In this paper, we further discuss the remaining issues of topology adaptation for IAB from the above two aspects.
Discussion
1.1 CHO
In NR, after RLF is declared, the UE will select a suitable cell and if the selected cell is a CHO candidate and if network configured the UE to try CHO after RLF then the UE would perform CHO execution, and otherwise RRC re-establishment is performed. At RAN3#110e meeting, it was agreed that R16 CHO can be considered as baseline for the discussion of IAB CHO. That means, this mechanism would also apply for IAB-MT. 
In R16 IAB, a type 4 RLF indication from parent node to child node was introduced after the BH link RLF recovery is failed. In R17, in order to help the child node to prepare RLF recovery (e.g. performing measurement) as early as possible, a type 2 RLF indication is introduced once the BH link RLF is detected. Combined with the existing trigger conditions of CHO, both the type 4 RLF indication and the type 2 RLF indication can be used for IAB-MT to trigger CHO.
However, considering that if the BH link is recovered, CHO triggered by the type 2 RLF indication is unnecessary. Furthermore, from the child node’s point of view, we don’t see a significant gain between leaving its current serving cell now and waiting for the BH link recovery. Therefore, we think allowing the type 4 RLF indication to trigger CHO is sufficient, and there is no need to use the type 2 RLF indication to trigger CHO for IAB-MT. 
Proposal 1: There is no need to use type 2 RLF indication to trigger CHO for IAB-MT. 

After a top-level IAB node performing CHO, how to deal with its descendant IAB nodes/UEs needs further discussion, especially when the link quality between this IAB node and its descendant IAB nodes/UEs is still good. 
Based on the agreement in the RAN2#113e meeting, we should focus on intra-donor CHO first. After the top-level IAB node’s CHO execution, since IAB-donor-CU does not change, its descendant IAB nodes/UEs will not experience cell change, and only need to update the corresponding target configurations including new IP addresses to continue its service. 
There is a parallel discussion in RAN3 to reduce the interruption during IAB node migration. The same mechanism should be applied to IAB node CHO as well. To reduce the interruption, one of the simplest way is to (pre)configure these target configurations to the descendant IAB nodes/UEs, which will be applied after their parent IAB node’s CHO. The similar solution was also proposed at the last RAN3 meeting, and a conclusion on “FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path” will be further discussed.
	Rel-16 CHO is supported for INTRA-donor migration of IAB-MT

Early context fetching in RLF recovery is down-prioritized

Issue of CHO for RLF need to be addressed; To be continued...
SS: no early context fetch in Rel-16; so no use for early context fetch

FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path



Therefore, based on the above analysis, we propose that:
Proposal 2: To reduce the service interruption, the target configurations are pre-configured to the descendant IAB nodes/UEs, which will be applied after their parent IAB node’s CHO. 

1.2 F1 over NR access link
At RAN3#110e meeting, it was agreed that the following two scenarios are supported for CP/UP separation:
Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node).
Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node).
[image: ]
Figure 1.  Scenarios for CP/UP separation
For F1-C traffic transmission, RAN2 at the last meeting agreed to use SRB2 for scenario 1 and split SRB2 for scenario 2. To avoid complexity and impacts to the specification, it needs to use a common NR RRC message over NR access link to transfer the F1-C traffic in both scenario 1 and scenario 2. 
In current specification, only ULInformationTransfer/DLInformationTransfer messages can be transferred over SRB2. Therefore, we propose that: 
Proposal 3: RAN2 to use the common NR RRC message to transfer the F1-C traffic for both scenario 1 and scenario 2, i.e. ULInformationTransfer/DLInformationTransfer message.
1.3 Inter-donor topology routing 
[bookmark: OLE_LINK148]According to the Liaison send from RAN3[2] (R3-211331), the routing across two topologies controlled by two different IAB donors is discussed in RAN3-110e meeting[3], and the following options for are considered. 
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
Based on the LS, RAN2 also start to discuss the BAP routing across the inter-donor CU topologies at the email discussion post RAN2-113e meeting. According to the output of the email discussion [4], the option 4 and option 5, which are two candidates for concatenated routing solutions got relatively large amount of support. So in the following part, we will provide some further analysis for option 4 and option 5 of the BAP routing solution, and also discuss the BH RLC channel mapping at the boundary node for the concatenated routing solution.
1.3.1 [bookmark: OLE_LINK146]BAP routing ID determination at the boundary node 
Essentially, the option 4 and option 5 are similar, both relying on the BAP routing ID modification at the boundary node. These two solutions allow each IAB donor to assign BAP routing ID in their own topology independently. The only difference is which information is used to determine the new BAP routing ID at the boundary node. For option 4, at the boundary node, the old BAP routing ID used in the previous topology and carried in the received BAP data PDU is used to derive the new BAP routing ID which is to be used in the next topology. While with option 5, the IP header information carried in the received BAP data PDU will be used instead. 
As shown in Figure 2, some traffic of IAB node 4 and IAB node 5 will be transmitted across two topologies which are controlled by IAB-donor-CU1 and IAB-donor-CU2 respectively. The traffic of IAB node 4 will use the path indicated by the green bold line, and the traffic of IAB node 5 will use the path indicated by the red bold line. Apparently, the green bold path and the red bold path will share the same routing path in the topology controlled by the IAB-donor-CU2 (i.e. the topology 2). So, theoretically, the same BAP routing ID can be used in the topology 2 to carry the traffic of the two different IAB nodes, but in topology 1 (the topology controlled by the IAB-donor-CU1), two different BAP routing ID should be used to identify the two different segmented paths between the boundary node (i.e. node 3) and the traffic terminating/originating IAB node (node 4 and node 5). 
[bookmark: OLE_LINK1]Then, we will face an issue that the boundary node (e.g. IAB node 3) is not able to differentiate the packets to different destination node in next topology with the same BAP routing ID in option 4. For example, the IAB node 3 may receive two different BAP data PDUs from IAB node 2 with the same BAP routing ID, one carrying a packet to IAB node 4, and another carrying a packet to IAB node 5. If the rewriting is based on the BAP routing ID in the incoming BAP data PDU, then IAB node 3 cannot differentiate the two BAP data PDUs which are destined to different IAB nodes. To solve such issue, the option 4 must have additional requirement for BAP routing assignment in the topology 2, e.g. allocating different BAP routing IDs in topology 2 for packets targeted to different destination nodes even if a common path will be used in the topology 2 for these packets. The drawback is obvious since the IAB donor CU2 need to allocate multiple BAP routing IDs to a same routing path in its own topology, this will reduce the actual available path ID space and will limit the IAB deployment scale. Comparatively, if using option 5, such issue will be avoided, since the IP header info (at least the destination IP address) contained in the two different BAP data PDUs will be different, so it is easy for the IAB node 3 to derive different new BAP routing IDs based on the IP header before forwarding the packets to topology 1. 
Consider that the option 4 has relatively higher rank score in the email discussion [4] than the option 5, and take the above analysis into consideration, we suggest to prioritize option 5 for the inter-donor topology routing and leave option 4 FFS. 


[bookmark: _Ref71362584]Figure 2. Example of inter-donor topology routing
Observation 1: the BAP Routing ID based re-writing seems inefficient in terms of path ID consumption, in case different traffic flows use the same routing path in the first topology but are routed to different destinations in the second topology.
Proposal 4: For the new BAP routing ID determination at the boundary node, RAN2 agrees to use option 5 (i.e. IP header based re-writing). FFS for other solutions, e.g. option 4.
1.3.2 BH RLC CH mapping at the boundary node
Another issue which is important for the inter-donor routing across two different topologies is how to perform the egress BH RLC CH selection at the boundary node. For the concatenated routing, there are also at least two candidate solutions: 
Solution A: Based on the ingress BH RLC CH (similar to the BH RLC CH mapping at intermediate IAB nodes in R16). Obviously, such solution is easy to support 1:1 mapping from UE DRBs to BH RLC CHs across two separate topologies. However for the N:1 mapping case, the UE bearers mapped to same ingress BH RLC CH will always be forced to be aggregated into the same egress BH RLC CH at the boundary node.
Solution B: Based on the IP header information (e.g. Dst. IP address, DSCP, flow label, etc.). Such solution is relatively flexible, as all packets has opportunity to be remapped to separate egress BH RLC CHs even if they have been aggregated in a same ingress BH RLC CH. With such flexibility, the diversified QoS requirements of different traffic flows can be guaranteed with finer granularity if the subsequent link(s) is(are) able to provide different BH RLC CHs with refined QoS parameters.
The solution A for egress BH RLC CH determination can be considered as a complementary solution of option 4 for the BAP routing ID determination at the boundary node, since both of them will use BAP related information. While the solution B corresponds to option 5 for the BAP routing ID determination because both of them relies on IP header information. It is natural to use matched solutions (e.g. either use BAP related info, or use IP header info) for BAP routing ID determination and egress BH RLC CH selection.
Observation 2: For the solution using ingress BH RLC CH to egress BH RLC CH mapping at the boundary node of two topologies, for N:1 bearer mapping, the UE bearers aggregated into an ingress BH RLC CH cannot be separated to different egress BH RLC CHs in the second topology.
Observation3: BAP routing ID determination and egress BH RLC CH selection at the boundary node should follow the same principle, i.e. either based on BAP related info or based on IP header info.
Based on the above analysis, we suggest RAN2 to further consider solution B for the egress BH RLC CH selection.
Proposal 5: For the bearer mapping at the boundary node, RAN2 agrees to use IP header to egress BH RLC ID mapping.
1.3.3 Other issues for the inter donor routing
Besides the BAP routing ID determination and the BH RLC CH mapping, the following issues are also related to the inter-donor routing and worth to be discussed.
· Open issue 1: BAP address for the boundary node
In R16, each IAB node is allocated with one BAP address from the donor CU. For the boundary node, it belongs to two topologies controlled by different CUs, so it is unclear whether the boundary IAB node should be allocated with two different BAP addresses from two donor CUs. If with two different BAP addresses, will the two BAP address be used for different purposes? For example, one is used to identify the traffic terminated at the boundary node, and the other may be used to identify the traffic to be forwarded in next topology. But such differentiation of traffic can also be achieved by other means even with only one BAP address, e.g. using separate BAP path IDs, or using Destination IP address to differentiate.  
Proposal 6: RAN2 to discuss whether one or two BAP addresses should be allocated to the boundary node for inter-donor routing.
· Open issue 2: Which BAP address should be added at the access IAB node and the donor-DU
As we know, the boundary node will perform BAP routing ID re-writing for the concatenated inter-donor routing. A remaining issue is which BAP address will be added by the entrance node to add the BAP header in the first topology. For example, for the UL traffic, the access IAB node may add the boundary node’s BAP address or directly add the IAB donor-DU’s BAP address in the BAP header. For the DL traffic, similar issue (e.g. whether to add the destination IAB node’s BAP address, or the boundary node’s BAP address) need to be clarified for the IAB-donor-DU.
Proposal 7: RAN2 to discuss the BAP address in BAP header added by the access node and IAB-donor-DU in the first topology, for the inter-donor routing (e.g. the BAP address of the real destination or that of the boundary node). 
· Open issue 3: Traffic differentiation at the boundary node.
Another issue is how to enable a boundary node to differentiate the traffic to be forwarded to another topology and the traffic to be routed in its own topology. For example, in figure 1, if IAB node 3 is dual connected to IAB node 1 and IAB node 2, there may be some UL traffic from IAB node 4/5 to be forwarded to the IAB donor CU 1 via IAB node 1. At the same time, there is also some UL traffic from IAB node 4/5 to be forwarded to the IAB donor CU1 via the IAB node 2. It is unclear how will the IAB node 3 differentiate the two kind of traffic flows. Moreover, for the DL traffic, if the traffic being transmitted via the boundary node will use the BAP address of the boundary node in the first topology (relates to the open issue 2), it is unclear how can the IAB node 3 differentiate the traffic terminates at itself and the traffics to be forwarded to another topology. So the traffic differentiation is also worth to be discussed. 
Proposal 8: RAN2 to discuss the issues and solutions: 
· For upstream traffic, how the boundary node to differentiate the traffic to be further routed in CU1’s topology from the traffic to be routed to CU2’s topology; 
· For downstream traffic, how the boundary node to differentiate the traffic terminated at the boundary node from the traffic to be routed to another topology.
Conclusion
In this paper, we further discuss topology adaptation for IAB from the aspects on CHO&DAPS, F1 over NR access link, and the inter-donor topology routing, then we provide the following observations and proposals:
[bookmark: _GoBack]Observation 1: the BAP Routing ID based re-writing seems inefficient in terms of path ID consumption, in case different traffic flows use the same routing path in the first topology but are routed to different destinations in the second topology.
Observation 2: For the solution using ingress BH RLC CH to egress BH RLC CH mapping at the boundary node of two topologies, for N:1 bearer mapping, the UE bearers aggregated into an ingress BH RLC CH cannot be separated to different egress BH RLC CHs in the second topology.
Observation3: BAP routing ID determination and egress BH RLC CH selection at the boundary node should follow the same principle, i.e. either based on BAP related info or based on IP header info.

Proposal 1: There is no need to use type 2 RLF indication to trigger CHO for IAB-MT. 
Proposal 2: To reduce the service interruption, the target configurations are pre-configured to the descendant IAB nodes/UEs, which will be applied after their parent IAB node’s CHO. 
Proposal 3: RAN2 to use the common NR RRC message to transfer the F1-C traffic for both scenario 1 and scenario 2, i.e. ULInformationTransfer/DLInformationTransfer message.
Proposal 4: For the new BAP routing ID determination at the boundary node, RAN2 agrees to use option 5 (i.e. IP header based re-writing). FFS for other solutions, e.g. option 4.
Proposal 5: For the bearer mapping at the boundary node, RAN2 agrees to use IP header to egress BH RLC ID mapping.
Proposal 6: RAN2 to discuss whether one or two BAP addresses should be allocated to the boundary node for inter-donor routing.
Proposal 7: RAN2 to discuss the BAP address in BAP header added by the access node and IAB-donor-DU in the first topology, for the inter-donor routing (e.g. the BAP address of the real destination or that of the boundary node). 
Proposal 8: RAN2 to discuss the issues and solutions: 
· For upstream traffic, how the boundary node to differentiate the traffic to be further routed in CU1’s topology from the traffic to be routed to CU2’s topology; 
· For downstream traffic, how the boundary node to differentiate the traffic terminated at the boundary node from the traffic to be routed to another topology.
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