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Based on the discussion in previous RAN2 and RAN3 meetings, the following issues were identified and confirmed to be solved for routing enhancement for R17-IAB:
Issue 1: Inter-donor routing across two topologies
Issue 2: Inter-donor-DU re-routing for UL packet lossless.
Issue 3: Local re-routing enhancement.
In this paper, we will discuss the above 3 issues.
Discussion
1.1 Inter-donor-DU re-routing
In last RAN2-113e meeting, the inter-donor-DU local rerouting is discussed and achieve the following related agreement [1]: RAN2 considers inter-donor-DU local rerouting to be in scope. In addition, RAN3 also discuss the similar issue, and agreed that “Inter-donor-DU local re-routing in Rel-17 IAB should be supported; details are FFS” in RAN3-110e meeting [2]. For further step, RAN3 send a Liaison to RAN2 (R3-211298) after the RAN3-111e meeting, this LS is mainly focus on the following two issues related to the inter-donor-DU re-routing:
· Issue 1. Source IP filtering. This issues mainly focuses on how to solve the potential discarding problem for the re-routed packets which is resulted from the deployed source IP address filtering mechanism in the target IAB-donor-DU, and potentially the transport network nodes.
· Issue 2. BAP routing towards the target IAB-donor-DU. This issue mainly focuses on how to enable the re-routed packets being routed to the target IAB-donor-DU, when the destination BAP address in the BAP routing ID of the re-routed packets does not correspond to target IAB-donor-DU. 
Since the issue 2 is totally RAN2 territory, RAN3 asked RAN2 to discuss solutions for issue 2. In the following part of this section, we will focus on the issue 2 for inter-donor-DU re-routing.
1.1.1 Scenario of Inter-donor-DU re-routing
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[bookmark: _Ref71364583]Figure 2. Scenarios for inter-donor-DU re-routing
As shown in Figure 2, there are several scenarios for the inter-donor-DU re-routing. For example, in case (a) and case (c), the IAB node 1 is dual connected towards two different IAB-donor-DUs, the two IAB-donor-DU s may belong to same IAB donor or different IAB donors, if the BH link towards one parent node (say IAB donor DU1) is RLF or congested, the IAB node 1 should perform re-routing to re-route these UL packets which are destined to the IAB-donor-DU 1 to the IAB-donor-DU 2, to reduce the packet loss. 
In addition, as shown in case (b) and case (d), if the IAB topology is updated, e.g. IAB node 1 performs intra/inter-donor migration or BH RLF recovery, and it connects to a new IAB-donor-DU 2 which is different from the original IAB-donor-DU 1, then to achieve the UL packet lossless, all the old packets destined to the original IAB-donor-DU 1 buffered in this IAB node 1 and IAB node 2 should be re-routed via the new path to the new IAB-donor-DU2, and then be forwarded to the source IAB donor CU via the IAB-donor-DU 2. In summary, we have the following proposal:
Proposal 1: Inter-donor-DU re-routing should be supported in following cases:
· Case 1: A dual connected IAB-node, which has at least two paths towards different IAB-donor-DUs via two parent nodes, suffers RLF on one BH link with one parent node.
· Case 2: A single connected IAB node suffers RLF on its BH link towards its parent node, and recovers at a new parent node which connects to a different IAB-donor-DU.
· Case 3: A single connected IAB node migrates to a new parent node which connects to a different IAB-donor-DU.
Proposal 2: The inter-donor-DU re-routing should be supported for both the intra-donor-CU and inter-donor-CU cases, as listed in Proposal 1.
1.1.2 BAP routing issue for inter-donor-DU re-routing
The local re-routing in R16 IAB only allow packets to be re-routed to same destination BAP address via a different path, when the original path indicated by the BAP routing ID carried in the BAP data PDU is not available. However, for the inter-donor-DU re-routing, the BAP address of the new IAB-donor-DU is different from the original one, at least for the intra-donor-CU case. For the inter-donor-CU case, it is possible that the new IAB-donor-DU is assigned with same BAP address as the original IAB-donor-DU, since the two CUs will allocate BAP address separately. But the probability of such coincidence is extremely low, and can be considered as a corner case. 
For example, the IAB-donor-DU2 is assigned with BAP address 2, while the IAB-donor-DU1 is assigned with BAP address 1. In a word, we should solve the problem that the new target IAB-donor-DU has a different BAP address with the original one carried in the BAP header of a BAP data PDU to be re-routed.  
Observation 1: In case of the inter-donor-DU re-routing, the new target IAB-donor-DU has a different BAP address with the original one carried in the BAP header of the BAP data PDU to be re-routed.
Thus, to support the inter-donor-DU re-routing, the destination BAP address part of the BAP data PDUs to be re-routed needs to be modified by the IAB node which performs re-routing decision. For example, as shown in case (a)-(d) in Figure 2, when the IAB-node 1 needs to re-route some old BAP data PDUs which carries the BAP address 1 (i.e. the BAP address of IAB-donor-DU 1) to the new target node, i.e. the IAB-donor-DU 2 (identified by BAP address 2), the IAB-node 1 should modify the BAP address carried in these old PDUs to be BAP address 2. Then the subsequent nodes along the path towards the new target IAB-donor-DU will be able to do routing correctly according to the modified BAP header. Otherwise, the re-routed packets may not be able to reach the new target IAB-donor-DU if the BAP header still contains the old BAP address. 
Another issue is whether the BAP path ID part needs to be modified as well. In our view, it is straightforward to modify the BAP path ID part together with the BAP address part, then the IAB node and the subsequent intermediate IAB nodes will use the new BAP routing ID which can indicate the alternative path to perform routing for the re-routed packets. This would have benefits for the IAB donor to better control the offloaded traffic of the re-routed packets. If the BAP path ID part is not changed, the re-routed packets can still be forwarded to the correct new target IAB-donor-DU, and it would be up to the subsequent intermediate IAB nodes to select one entry in the routing table with the matched BAP address. In such a way, different re-routed packets may be forwarded through various paths which are up to local decision of intermediate IAB nodes. RAN2 can continue to discuss whether the BAP path ID part needs to be modified to support the inter-donor-DU re-routing. 
Proposal 3: IAB-node is allowed to modify the BAP header (at least the destination BAP address) in case of inter-donor-DU re-routing.
Consequently, it is worth to figure out how can the IAB-node know which new BAP address should be used to replace the old one when perform re-routing. Apparently, the configuration from IAB-donor-CU is necessary. For example, the IAB-donor-CU may provide a default BAP routing ID which is used for all re-routed packets to the IAB-node, then all the re-routed packets will be re-routed to a same backup path towards the new IAB-donor-DU. Alternatively, the IAB-donor-CU may provide different new BAP routing IDs for different old BAP routing IDs, and this will allow traffic balancing for the re-routed packets. Anyway, the details of the configuration can be discussed later.
Proposal 4: The new BAP routing ID to be used in the re-routed BAP PDUs should be configured by the donor-CU. FFS on the configuration details.
As mentioned in the LS from RAN3[4], that the outcome of RAN2 discussion on the BAP routing issue for inter-donor-DU re-routing is expected, RAN2 should send feedback to RAN3 about our progress on this issue.
Proposal 5: RAN2 send LS to RAN3 on the agreements for the inter-donor-DU re-routing.
1.2 Local re-routing enhancement
For the local re-routing enhancement issue, our discussion will focus on two aspects, i.e. the enhancement of trigger event for local re-routing, and the enhancement of redundant path for local re-routing.
1.2.1  Enhancement of trigger event for local re-routing
In RAN2-113e meeting, additional trigger events other than the RLF for local re-routing was also discussed and the following agreements were made [5]:
· Type-2 RLF indication may be used to trigger local rerouting.
· Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.
In our view, the above two agreements show that the re-routing is beneficial when some BH link becomes problematic, the problematic case can be “recovering from RLF” or “suffering congestion”. 
For the uplink traffic, if some upstream link in a given routing path is congested or is suffering RLF, the downstream IAB nodes should be able to aware of such abnormal situation, and re-route some packets to avoid these packets being routed to the problematic upstream link. 
With the type-2 RLF indication (to be introduced in R17), the RLF happened at upstream nodes will be notified to the child node and the child node may consider the corresponding egress link is “not available” and can perform re-routing for uplink packets. Similarly, if the parent node suffers congestion in uplink BH links, it can also send some notifications to its child nodes, to allow the child nodes to perform re-routing, if there are some alternative paths configured. Therefore, it is beneficial to introduce UL hop-by-hop feedback to notify the congestion status of the upstream BH link. More details (e.g. the granularity of the UL HbH feedback, how to trigger the report, etc.) can be further discussed by RAN2.
Proposal 6: For uplink traffic, local re-routing can be triggered by either R17 the Type2 indication or R17 the UL HbH flow control feedback (to introduce the UL HbH flow control). 
Proposal 7: Similar to R16 operations, the specification impact is that BAP considers the BH link to be “not available” for routing, when receiving the type2 indication.
For the downlink traffic, R16 has introduced the DL hop-by-hop flow control mechanism. With the feedback from child nodes, it will be helpful for the parent node to determine whether the child node suffers congestion or not. Based on such information, the parent node can perform re-routing as soon as possible if some downstream BH links is congested. 
Moreover, as we know that there is no RLF notification sent from child nodes to parent nodes in R16, if some downstream link is in RLF, the upstream node is able to know the abnormal status from the DL HbH flow control feedback. For example, the BH link between IAB node 1 and IAB node 2 is in RLF, some DL packets are stacked at the IAB node 1, and IAB node 1 will send flow control feedback to its parent node, which can indicate that IAB node 1 is congested. The parent node can then perform re-routing of some packets (e.g. by selecting IAB node 3 as next hop node in the alternative path to IAB node 2). Specifically, in such a case, the appropriate granularity of re-routing should be in a BH link level, i.e. all traffic configured to be routed from IAB node 1 to IAB node 2 should be re-routed.  
Considering that the legacy flow control feedback has two different granularities (BAP routing ID level and BH RLC CH level), how to use the flow control feedback to trigger the re-routing, and the granularity of re-routing (e.g. per BH link, per routing ID, or per BH RLC CH) based on the flow control feedback should be further discussed by RAN2.  
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Figure 3. Downstream link is RLF and upstream node perform re-routing with flow control feedback
Proposal 8: For downlink traffic, local re-routing can be triggered by R16 DL HbH flow control feedback.
Proposal 9: R2 to discuss the granularity for local rerouting granularity based on flow control feedback (e.g. per BH link, per routing ID, per BH RLC CH).
Proposal 10: RAN2 to further discuss how to specify the local rerouting triggered by the flow control feedback.
1.2.2 Enhancement of redundant path for local re-routing
In R16, the routing redundancy for IAB node relies on the dual connectivity of the IAB-MT, i.e. an IAB node may connect to 2 parent nodes. Such routing redundancy with DC will be beneficial for the robustness and data rate improvement for wireless BH link.
If the IAB node only connects to one parent node, there seems no available redundant link and may impact transmission for the IAB node and some descendent nodes. For example, in Figure 4, IAB node 1 only has one parent node, i.e. the IAB donor, when the link between the IAB node 1 and its parent node is RLF, IAB node 1 performs RLF recovery but may not success, then IAB node 1 will send BH RLF notification to its child IAB nodes (e.g. IAB node x, IAB node y in Figure 5) according to R16 mechanism. The behaviour of child nodes after receiving the BH RLF notification from IAB node 1 will be similar as they detect RLF for the link towards the IAB node 1. Obviously, the child nodes will do nothing for continuing traffic transmission until receiving the RLF notification (which is actually “recovery failure”) from parent IAB node 1. Then a lot of uplink traffic will be stagnated in the IAB node 1. Furthermore, these stagnated uplink traffic may be discarded and such packet loss will not be recoverable if IAB node 1 fail the RLF recovery, then the situation will become worse.


[bookmark: _Ref71365195]Figure 4. Example for redundancy path relies on child node.
Observation2: When an IAB node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes if recovery fails, may cause long term service interruption and unrecoverable packet loss for some traffics served by descendent nodes. 
It is worth noting that when the IAB node 1 fails the BH RLF recovery, there still exist one alternative path between the IAB node 1 and the IAB donor: IAB node 1→IAB node y →IAB node 2→IAB donor. Because the IAB node y has two parent node and the path to IAB donor via IAB node 2 is still available. If it is possible for IAB node 1 to use this alternative path, the IAB node 1 can continue serve UEs and descendent IAB nodes other than the IAB node y. This special alternative path does not require change of connection relationship between IAB node 1 and IAB node y (the MT part of IAB node y still connects to DU part of IAB node 1), and it can be achieved through providing some special routing configuration in advance. Such re-routing method through a Dual Connected child node will be beneficial for reducing the service interruption and avoiding UL packet loss problem in some scenario, and worth to be discussed in R17.
Observation 3: The IAB node may use a special path through its child node in DC mode as an alternative path to transmit packets towards IAB donor. This is beneficial for service interruption reduction and avoiding UL packet loss problem. 
Proposal 11: RAN2 agrees to discuss the local re-routing , which allows IAB node to re-route the upstream packets through its child node with dual connection, in case of BH RLF.
Conclusion
In this paper, the issues related to the routing enhancement are discussed, we get the following observations and proposals:
Observation 1: In case of the inter-donor-DU re-routing, the new target IAB-donor-DU has a different BAP address with the original one carried in the BAP header of the BAP data PDU to be re-routed.
Observation2: When an IAB node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes if recovery fails, may cause long term service interruption and unrecoverable packet loss for some traffics served by descendent nodes. 
Observation 3: The IAB node may use a special path through its child node in DC mode as an alternative path to transmit packets towards IAB donor. This is beneficial for service interruption reduction and avoiding UL packet loss problem. 
Proposal 1: Inter-donor-DU re-routing should be supported in following cases:
· Case 1: A dual connected IAB-node, which has at least two paths towards different IAB-donor-DUs via two parent nodes, suffers RLF on one BH link with one parent node.
· Case 2: A single connected IAB node suffers RLF on its BH link towards its parent node, and recovers at a new parent node which connects to a different IAB-donor-DU.
· Case 3: A single connected IAB node migrates to a new parent node which connects to a different IAB-donor-DU.
Proposal 2: The inter-donor-DU re-routing should be supported for both the intra-donor-CU and inter-donor-CU cases, as listed in Proposal 1.
Proposal 3: IAB-node is allowed to modify the BAP header (at least the destination BAP address) in case of inter-donor-DU re-routing.
Proposal 4: The new BAP routing ID to be used in the re-routed BAP PDUs should be configured by the donor-CU. FFS on the configuration details.
Proposal 5: RAN2 send LS to RAN3 on the agreements for the inter-donor-DU re-routing.
[bookmark: _GoBack]Proposal 6: For uplink traffic, local re-routing can be triggered by either R17 the Type2 indication or R17 the UL HbH flow control feedback (to introduce the UL HbH flow control). 
Proposal 7: Similar to R16 operations, the specification impact is that BAP considers the BH link to be “not available” for routing, when receiving the type2 indication.
Proposal 8: For downlink traffic, local re-routing can be triggered by R16 DL HbH flow control feedback.
Proposal 9: R2 to discuss the granularity for local rerouting granularity based on flow control feedback (e.g. per BH link, per routing ID, per BH RLC CH).
Proposal 10: RAN2 to further discuss how to specify the local rerouting triggered by the flow control feedback.
Proposal 11: RAN2 agrees to discuss the local re-routing, which allows IAB node to re-route the upstream packets through its child node with dual connection, in case of BH RLF.
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