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Introduction
To avoid possible issues caused by state mismatch between network and UE, it was agreed that the POs monitored by same UE in RRC_INACTIVE and RRC_IDLE shall be overlapped. However, it has been observed that the POs overlapping for different RRC states can’t be guaranteed in some configurations. 
In this paper, we will discuss this issue and propose the way forward.
[bookmark: OLE_LINK462][bookmark: OLE_LINK463]Discussion
The PF/PO can be determined by the following formulae as defined in TS 38304 as below:
The PF and PO for paging are determined by the following formulae:
SFN for the PF is determined by:
(SFN + PF_offset) mod T = (T div N)*(UE_ID mod N)
Index (i_s), indicating the index of the PO is determined by:
i_s = floor (UE_ID/N) mod Ns
T: DRX cycle of the UE (T is determined by the shortest of the UE specific DRX value(s), if configured by RRC and/or upper layers, and a default DRX value broadcast in system information. In RRC_IDLE state, if UE specific DRX is not configured by upper layers, the default value is applied).
N: number of total paging frames in T
Ns: number of paging occasions for a PF
PF_offset: offset used for PF determination
UE_ID: 5G-S-TMSI mod 1024
In can be observed that the monitored PO index (i_s) depends on the UE-ID, N (=nAndPagingFrameOffset* T), and Ns. For the Same UE ID in the same cell, nAndPagingFrameOffset and Ns are the same values for both RRC_INACTVE and RRC_IDLE states. However, T might be different depends on how the RAN configured DRX cycle is configured. Different T values might lead to different i_s if Ns >1.
Observation 1: Some RAN configured DRX cycle configuration might lead to non-overlapped POs between RRC_INACTIVE and RRC_IDLE states.
This issue can be avoided by some configurations, for example:
· Ns=1, in this case, the UE in RRC_INACTVE and RRC_IDLE would anyway monitor the same POs.
· RAN configured DRX cycle = Default DRX cycle, and RAN ensures the same Default DRC cycle in a RNA. In this case the T used in RRC_IDLE would always equal T used in RRC_INACTVE and thus there is no PO misalignment issue in this configuration. 
· Network takes care of the UE specific DRX cycle and UE ID.  For example, it is possible to use different T in RRC_INACTIVE and RRC_IDLE without causing problems, for instance for UE_ID = 1054 and Ns=4, i_s is 0 for both 640ms and 320ms DRX cycles.
Observation 2: There are several configurations based on implementation to avoid non-overlapped POs between RRC_INACTIVE and RRC_IDLE.
In case POs are non-overlapped between RRC_INACTIVE and RRC_IDLE, the consequence would be that the UE is not able to receive CN paging in RRC_INACTIVE state. However, this scenario implies that state mismatch already appeared, i.e., the UE is still in RRC_INACTIVE state while the network has released the UE Context. This situation might be due to network implementation in response to a RAN paging failure, for example when the UE is temporarily in a bad coverage when RAN paging is initiated by network and the network then removes the UE context after the RAN paging failure. This should be a rare case and even though this situation appears, it can also be recovered when periodic RNAU timer expires and the UE initiates RNAU and falls back to RRC setup procedure.
Observation 3: Misaligned POs between RRC_INACTVE and RRC_IDLE is only problematic in the abnormal state mismatch situation which is rare. And when this problem happens, it can be recovered when the periodic RNAU timer expires.
Based on the observations above, we think this is not an urgent issue in Rel-15/16. And the solutions if needed can be discussed in Rel-17 from specification completion point of view.
Proposal 1: RAN2 to discuss the issue about non-overlapped POs for RRC_INACTIVE and RRC_IDLE in Rel-17.
Conclusion
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