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1. 	Introduction
[bookmark: _heading=h.3znysh7]A new WI on positioning integrity [1] has been defined in Release 17 with the following objectives:
	· Specify the signalling, and procedures to support GNSS positioning integrity determination, including [RAN2, RAN3]:
· The assistance information that will be used to support integrity determination
· The information that will be used to provide the positioning integrity KPIs and integrity results
· Support of integrity for UE-based and UE-assisted A-GNSS positioning.
Note: This objective is applicable to NR and E-UTRA.



The first round of contributions to the integrity WI were tabled at RAN2#113-Bis-e [2][3]. The time for online discussion was limited, however a number of consistent proposals emerged on the signalling framework [2]. In particular, a consistent view that the existing LPP procedures with enhancements for transferring integrity-related information can be reused, including LPP Capability Transfer, LPP Assistance Data Transfer and LPP Location Information Transfer. The signalling details will continue to be discussed and defined in the Stage 2 work. 
However, the contents of the integrity messages themselves still need to be defined (i.e., to address sub-bullet 1 of the WI objectives above), which is the focus of this submission. 
We first revisit the Study findings [4] to examine why GNSS integrity assistance information is needed to monitor for the Fault and Fault-Free feared events. Then we propose a set of GNSS integrity messages that are used to mitigate the impact of the feared events, which expands on the concepts presented in [5]. We also compare with preliminary integrity research being undertaken by the Radio Technical Commission for Maritime Services (RTCM).

2. 	Background and terminology
[bookmark: _heading=h.wie8wn1voing]2.1	Terminology
The following terms are defined in addition to those provided in TR 38.857 [4].
· Fault Feared Event: A Feared Event that occurs intrinsic to the positioning system, i.e. caused by the malfunction of one of the elements of the positioning system (e.g., a software fault within the ICE).
· Fault-Free Feared Event: A Feared Event that is not caused by a malfunction of the positioning system. Fault-Free conditions are typically when the positioning system inputs are erroneous e.g., out of bound ionospheric and tropospheric conditions or a GNSS satellite fault.
· GNSS Corrections Provider (GCP): Generates the GNSS integrity assistance information, external to 3GPP. 
· Integrity Computing Entity (ICE): The logical entity responsible for computing the positioning integrity results. Such an entity may reside in either the UE or the LMF.
· Integrity Monitor: Any algorithm dedicated to the reduction of the integrity risk. In general either by detecting the presence of feared events, or by adapting any appropriate bound parameters. Integrity Monitors can reside at the UE, the ICE, the LMF and the external source (e.g., the GCP).
· Nominal State: A Nominal State occurs when the positioning system is operating in line with its performance specifications and no feared event is present. Nominal State errors are considered to have a probability of 1.
· Probability of Occurrence: The probability of onset of a given feared event provided that it was not present before (usually defined per time unit and/or per time window).
· State Probability: The probability of a feared event to be present at a given epoch. This probability is unitless and is a consequence of both the probability of occurrence and the fault duration.
· Probability of Missed Detection: The probability that the feared event was not detected by the Integrity Monitor, given that the corresponding feared event is present.
· Probability of Impact: The probability that the system will not meet its integrity bounds under a given set of conditions.

2.2	Positioning integrity assistance information
Positioning Integrity is a measure of the trust in the accuracy of the position-related data provided by the positioning system and the ability to provide timely and valid warnings to the LCS client when the positioning system does not fulfil the condition for intended operation [4]. 
To implement positioning integrity it is necessary to monitor for feared events in the positioning system. Generally speaking, Integrity Monitors are used to detect the feared events that occur more frequently than is acceptable to meet the Target Integrity Risk (TIR) and other KPIs, i.e., the monitor’s purpose is to reduce the likelihood that feared events go undetected. The information derived from the integrity monitors is used to mitigate the impact of the feared events in the positioning solution. For example, by sending integrity parameters derived by the GNSS Corrections Provider (GCP) to enable the ICE to appropriately adjust its computed Protection Level (PL) or to declare the system unavailable. 
It follows from the Study [4] that integrity monitoring can be undertaken by the UE, the Integrity Computing Entity (ICE), the LMF and the external GCP, depending on the implementation. The resulting integrity messages (e.g., alert flags, error bounds etc) can be signalled as assistance information between the LMF and the UE. A simplified relationship between these functional entities is presented in Figure 1, and the benefits of using integrity assistance information derived from an external source (e.g., the GCP), disseminated via NR and E-UTRA, is also summarized below:

Benefits of using positioning integrity assistance information derived by the GCP (disseminated via NR and E-UTRA):
1. Less overhead on the ICE, i.e., no need to monitor all feared events on the ICE alone. Monitoring responsibilities can be allocated between the ICE and the GCP (and/or the UE and LMF) depending on the implementation.

2. The GCP can monitor specific feared events (e.g., satellite faults and ionospheric gradients) with higher resolution / sensitivity than the UE alone, using a network of multiple GNSS reference stations distributed across a wide area.

3. Higher sensitivity integrity monitoring enhances performance with respect to the positioning integrity KPIs such as allowing for a lower TIR or Alert Limit (AL). This is important for achieving the integrity requirements of the use cases identified in the Study [4].


 [image: ]
Figure 1. Simplified relationship between the 3GPP and non-3GPP entities and their interfaces for transferring positioning integrity assistance data between the LMF and UE (adapted from [4])

The following observations can be made from Figure 1 with respect to the Study findings [4]:

· Feared events can be monitored by the GCP, the LMF, the ICE and the UE.
· The GCP is a non-3GPP entity whose interface to the LMF is implementation defined.
· Integrity monitoring algorithms within each entity are implementation defined.
· The integrity assistance messages can be encoded as assistance information and signalled between the LMF and UE (i.e., using LPP).
· The ICE can reside at the LMF (UE-assisted) or the UE (UE-based) to compute the Integrity Results (e.g., the Protection Level). 
· The Integrity Results can be reported to the LCS Client, which may reside at the LMF or the UE.

These findings have led to the WI objectives [1]:
· Define the assistance information that will be used to support integrity determination.
· Define the information that will be used to provide the positioning integrity KPIs and integrity results.
· Support of integrity for UE-based and UE-assisted A-GNSS positioning.

[bookmark: _heading=h.16vg6jjqxoo3]2.3	Related Work
[bookmark: _heading=h.kaxcx9nd48wf]2.3.1 	Existing GNSS integrity standards
GNSS integrity methods and standards, including Receiver Autonomous Integrity Monitoring (RAIM), Advanced RAIM (ARAIM) and Satellite-Based Augmentation Systems (SBAS) were introduced in [6]. The limitations of these standards were also discussed, including that none of these methods monitor the full range of Fault and Fault-Free Feared Events that are applicable to the high accuracy / low latency GNSS integrity use cases in 3GPP. 
For all three methods, the required Alert Limits are only 10s or several 100s of metres and the multipath models are too optimistic given they only apply to aircraft operating at altitude rather than e.g., a ground vehicle navigating among buildings and other obstructions. 
RAIM relies on the single-fault assumption (e.g., meaning multiple satellite failures are considered negligible, which is not true in practice) and only applies to standard GNSS positioning (i.e., it does not consider the use of GNSS assistance data). ARAIM generalises the RAIM concept to account for multiple faults cases and multiple GNSS constellations. It introduces the Integrity Support Message (ISM) which removes the need to hardcode all fault assumptions, which is similar to the GNSS integrity assistance data concepts examined in the Study. However, ARAIM does not address the full range of feared events outside of the aviation use cases. 
SBAS sends positioning corrections and integrity messages via satellite data link and requires a fully standardized end-to-end integrity architecture. SBAS integrity messages enable basic alerting on satellite health but are subject to the same limitations described above (e.g., insufficient multipath models and large ALs). Also, the fastest time to alert for SBAS is designed to be 6 seconds, which is not sufficient for ground vehicles requiring down to 100ms or faster. The end-to-end SBAS performance requirements are defined in the International Civil Aviation Organization (ICAO) Standards and Recommended Practices (SARPS) [7] and the RTCA Minimum Operational Performance Standards (MOPS) [8].
[bookmark: _heading=h.h6xihzefqczr]2.3.2 	Radio Technical Commission for Maritime Services (RTCM)
There are two RTCM Special Committees (SCs) relevant to this work:
· SC-104: Special Committee on Differential GNSS Service (DGNSS)
· SC-134: Special Committee on Integrity Monitoring for High Precision Applications

SC-104
SC-104 manages the RTCM 10403.3 Standard (DGNSS version 3.3) [9] for GNSS corrections data from which the baseline RTK messages and a subset of SSR messages (satellite orbits, clocks and code biases) were derived for use in LPP. A limitation of RTCM 10403.3 however is that it does not define a complete set of messages to support PPP-RTK. PPP-RTK is a high accuracy GNSS positioning method which satisfies the levels of accuracy and scalability required in many 3GPP positioning use cases (and by extension, the use cases also requiring positioning integrity). 
While the topic of PPP-RTK formats has been discussed for many years in SC-104, no consensus view has emerged among the GNSS vendors. In fact, this was the primary reason [11][12] that RAN2 undertook the work in Release 16 to specify a full PPP-RTK format in LPP. The additional SSR information elements (ionosphere, troposphere and satellite phase bias corrections) were adopted from the regional QZSS CLAS standard in Japan and then adapted by RAN2 for use worldwide. 

SC-134
SC-134 is currently researching and developing experimental GNSS integrity messages to complement the SC-104 standard. No drafts have been published, but the initial proposals are being consolidated for discussion. RTCM has also sent an LS to RAN Plenary [13] seeking discussion on common requirements with the RAN2 integrity work. We have prepared a high-level comparison between the experimental message development underway in RTCM [15] and the messages proposed in this submission (see Section 3.1.1). We note that SC-134 is also cross-represented by members from RAN2, including Swift Navigation.

[bookmark: _heading=h.h2z4glrbo1ut]2.3.3 	3GPP LPP
When A-GNSS support was introduced in 3GPP LPP Release 9, some initial IEs related to integrity were also included to be able to indicate faulty satellite signals to the device, specifically the IE GNSS-RealTimeIntegrity in the GNSS-GenericAssistDataElement IE. However, these IEs alone are not sufficient to support a full integrity implementation. The basis of the current integrity WI is to identify the additional parameters and corresponding IEs that are necessary to support integrity determination for the 3GPP positioning use cases.



[bookmark: _heading=h.qllmt6gwxffl]3. 	Addressing the WI Objectives
[bookmark: _heading=h.hc2pbwvc9w6y]3.1 	The assistance information that will be used to support integrity determination
This section proposes a generic set of integrity parameters that can be provided by the GCP to support integrity determination at the ICE. 
Appendix A identifies the categories of feared events which can be monitored by the GCP and the ICE. 
Appendix B provides a comprehensive introduction on the mathematical framework and notation for positioning integrity as an input to the concepts and terminology presented in this submission.
It is important to reiterate that the associated integrity parameters derived by the GCP are distinct from the feared events themselves; they are the messages used to mitigate the impact of the feared events. For example, it may not be possible to determine with certainty that a feared event has occurred, but instead only that if a feared event has occurred that it must have a magnitude smaller than a certain bound. By sending this bound, the ICE can take this magnitude into account in the PL calculation to ensure integrity is maintained. 
Observation 1: The GNSS integrity messages provided by the GCP are distinct from the feared events themselves; they are the messages used to mitigate the impact of the feared events.

	Worked Example
As a simplified use case, imagine an unplanned satellite orbital manoeuvre is taking place, causing the true orbit to differ from the broadcast orbit in the GNSS provided ephemeris. The GCP provides the user with real-time updated estimates of this orbital error (in the existing GNSS SSR Assistance Data messages [17]) and these messages can be used to correct for the majority of the error. To maintain integrity, the remaining orbital error after the correction has been applied should be below some specified integrity bounds. If the GCP determines that it is unable to track the orbital error such that the corrected value is guaranteed to be within the integrity bounds (up to some residual risk), then it would issue a Do Not Use (DNU) flag for that satellite as part of an integrity assistance data message, to indicate that this satellite should not be used for integrity purposes.
Depending on the GCP implementation, the bounds achievable on the orbital error may be variable depending on e.g., how many reference stations are tracking that satellite. For this reason, the bounds may be dynamic and are sent along with the integrity assistance information. The GCP is (by definition) unable to detect an orbit error smaller than its reported bounds and therefore the user must assume that such an error may have occurred undetected, and therefore the magnitude of the bound directly contributes to the calculation of the Protection Level (PL).
The integrity standard (LPP in this context) defines the common format for representing the integrity messages (bounds, residual risks etc) and a set of procedures for sending these messages between the LMF and the UE. It does not define how the messages were computed by the GCP or how they are implemented within the ICE.



[bookmark: _heading=h.o24ab29cxxhi]3.1.1 GNSS integrity assistance data
In Table 1 we expand on the baseline messages presented in [5] and compare these with the concepts and messages introduced by ESA in [14] and the experimental message development underway in RTCM SC-134 [15]. 
The message types are grouped into the following categories:
· Alerts: instruction not to use certain GNSS Assistance Data IEs due to feared event.
· Snapshot: information necessary for the UE to monitor its integrity if it makes no assumption on the residual error dynamics in time.
· Sequential: additional information necessary for the UE to monitor its integrity when using sequential algorithms (e.g., Kalman filtering) that make assumptions on the dynamics of the error in time. 
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	GNSS integrity assistance data proposed in this submission
	Comparison proposals

	Message Type
	Update Rate (FFS)
	Message Name
	Message Content
	Message Description
	ESA submission 
[14 ]
	RTCM research* [15]

	GNSS Service Integrity Parameters
	

	Alert
	High
	Service DNU Flag
	service_dnu
	Flag to indicate whether the service can be used for safety related applications or not. Shall be set to Do Not Use (DNU) during testing phase or in case system is unsafe
	N/A
	N/A

	
	High
	Constellation Health Status
	const_dnu
	Flag to indicate whether a GNSS constellation can be used for safety related applications or not
	N/A
	N/A

	Satellite Vehicle (SV) Integrity Parameters
	

	Alert
	High
	SV DNU Flag
	sv_dnu
	Flag to indicate whether a satellite can be used for safety related applications or not
	“Satellite status flag” (p.7)
	DFi016; DFi018

	Snapshot
	Low
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags
	“Validity time indicating when these integrity parameters can be safely used” (e.g. ‘Validity Time’ in ARAIM row, p.8)
	DFi108

	
	
	Probability of onset of satellite fault per time unit
	P_sat
	Probability of occurrence of satellite error to exceed residual error bound for more than TTA. It is an onset probability (not a state probability). The error bound of reference is that associated to the maximum integrity risk allowed (lowest K factor)
	Psat (ARAIM row, p.8)
	DFi021

	
	
	Range of TIR allowed
	TIR_min
TIR_max
	Maximum TIR (i.e. K factor) for which the residual risk is valid
	NA
	NA

	
	
	Mean SV Fault duration
	T_sv_fault
	Mean duration between when SV fault occurs and the user is warned by the system
	Mean Time To Notify (ARAIM row, p.8)
	DFi107 “Mean Fault Duration”

	
	
	Probability of onset constellation fault per time unit
	P_const
	Probability of onset constellation fault per time unit
	Pconst (ARAIM row, p.8)
	DFi020

	
	
	Mean Constellation Fault duration
	T_const_fault
	Mean duration between constellation fault occurring and when the user is warned by the system
	N/A
	Not differentiated from SV fault duration 

	
	Low
	ID of correction that can be used with this bound
	IOD
	Any bound can only be used in combination with a list of corrections. This ID list enables to select the corrections broadcast in the past for which this bound can be used
	N/A
	Yes through IODE and IODC (DFi023 and 024)

	
	
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags 
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Code pseudorange and carrier phase degradation factor
	code_range_degrad_factor
carrier_range_degrad_factor
	This term is the slope of an additional term proportional to the age of the bound to account for the degradation of the correction in time. This is for code and phase bounds
	N/A
	DFi120 (Index of
bounding
parameter on
change in PR
error) for code 

DFi121 (Index of
bounding
parameter on
change in phase
error) for phase

	
	
	Code pseudorange rate and carrier phase rate degradation factor
	code_range_rate_degrad_factor
carrier_range_rate_degrad_factor
	This term is the slope of an additional term proportional to the age of the bound to account for the degradation of the correction in time. This is for code and phase range rate bounds
	N/A
	DFi123 (Index of
bounding
parameter on
change in phase
range-rate error)

Phase only for range rate 

	
	
	Yaw error bound 
	mu_yaw
sigma_yaw
	Satellite yaw angle error bound paired overbounding parameters
	N/A
	N/A

	
	
	Yaw rate error bound
	mu_yaw_rate
sigma_yaw_rate
	Satellite yaw angle rate error bound paired overbounding parameters
	N/A
	N/A

	
	
	Code bias error bound
	mu_code_bias
sigma_code_bias
	Code bias error bound paired overbounding parameters
	Sigma_code and phase bias  (p.8/9)
	DFi118 (Bounding
pseudorange
error standard
deviation)

DFi124 (Bounding
pseudorange
bias)

	
	
	Code bias rate error bound
	mu_code_rate_bias
sigma_code_rate_bias
	Code bias rate error bound paired overbounding parameters
	N/A
	DFi125 (Bounding
pseudorange
bias rate of
change index), 

No mu? 

	
	
	Phase bias error bound
	mu_phase_bias
sigma_phase_bias
	Phase bias error bound paired overbounding parameters
	Sigma_code and phase bias  (p.8/9)
	DFi119 (Bounding
phase error
Standard deviation)

No mu? 


	
	
	Phase bias rate error bound
	mu_phase_rate_bias
sigma_phase_rate_bias
	Phase bias rate error bound paired overbounding parameters
	N/A
	DFi122 (Bounding
phase range-
rate error
standard
deviation)

No mu? 

	
	Medium
	ID of correction that can be used with this bound
	IOD
	IOD to link bound to corrections
	N/A 
	IODE (DFi023) / IODC (DFi024)

	
	
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	SV Orbit and clock residual error bounds covariance/bias shape
	4*4 upper right triangular normalized covariance matrix shape: 

· along track orbit
· across track orbit
· radial orbit
· clock
4*1 normalized bias vector (same normalization factor as covariance)
	Equivalent of MT28 in SBAS. The shape of the orbit uncertainty is not expected to vary quickly in time as mainly driven by the dilution of precision of the monitoring network of monitoring  stations with respect to the satellite
	Sigma orbit and sigma clock (p.8/9)
	DFi126 (Bounding orbit
and clock error
standard
deviation)

	
	
	SV Orbit and clock rate residual error bounds covariance/bias shape
	4*4 upper right triangular normalized covariance matrix:
 
· along track orbit velocity
· across track orbit velocity
· radial orbit velocity
· clock velocity
4*1 normalized bias velocity error vector
	Covariance and bias of SV orbit and clock rate error
	N/A
	DFi127 (Index of
bounding
parameter on
change in orbit
and clock error)

	
	High
	ID of correction that can be used with this bound
	IOD
	IOD to link bound to corrections
	N/A
	IODE (DFi023) / IODC (DFi024)

	
	
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	SV Orbit and clock residual error bounds scale factors
	Apply scale factors to: 

· the covariance matrix of orbit and clock errors
· the bias of orbit and clock
	Scale factor to apply to the shape of the covariance/bias matrix 
	Already in sigma value
	Already in covariance (DFi126)

	
	
	SV Orbit and clock rate residual error bounds scale factors
	Apply scale factors to:
 
· the covariance matrix of orbit and clock rate errors
· the bias of orbit and clock rates
	Scale factor to apply to the shape of the covariance/bias matrix 
	N/A
	Already in covariance (DFi127). No split between shape and scale

	Sequential
	Low
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags 
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	SV residual range error due to orbit maximum correlation time
	T_corr_SV_range_orbit
	Correlation time of measurement error is necessary for Kalman filter in order to handle correlation (state augmentation, decorrelation of measurement error, inflation of measurement covariance, undersampling), and so that the filter estimated covariance is conservative 
	“Time correlation parameters” (table p.8)
	DFi127 “or an
error correlation time constant, quantized in 8 levels” (orbit and clock)

	
	
	SV residual range error due to clock maximum correlation time
	T_corr_SV_range_clock
	Clock error correlation time is expected to be shorter than orbit error correlation time. That is why these two are separated.
	“Time correlation parameters” (table p.8)
	DFi127 “or an
error correlation time constant, quantized in 8 levels” (orbit and clock)

	
	
	SV residual range rate error due to orbit maximum correlation time
	T_corr_SV_range_rate_orbit
	Orbit velocity error correlation time
	N/A
	N/A

	
	
	SV residual range rate error due to clock maximum correlation time
	T_corr_SV_range_rate_clock
	Clock velocity error correlation time.
	N/A
	DFi120 and DFi123 (clock only as per signal)

	Ionospheric Integrity Parameters
	

	Alert
	High
	Ionosphere DNU Flag
	Iono_dnu
	Flag to indicate that ionospheric products cannot be used for safety applications
	N/A
	N/A

	Snapshot
	Low
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags 
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Ionospheric residual risk
	P_iono
	Residual risk associated to the minimum allowed inflation factor (maximum TIR)
	N/A
	N/A

	
	
	Probability of cycle slip due to ionosphere condition
	P_cs
	Probability of cycle slip due to ionosphere dynamic for a given range of allowed tracking architectures
	N/A
	N/A

	
	
	Mean ionospheric fault duration
	T_iono
	Mean elapsed time between an ionospheric integrity violation occurs and the user is warned about it through DNU flags
	N/A
	N/A

	
	
Low
	ID of correction that can be used with this bound
	IOD
	IOD to link bound to corrections
	N/A
	N/A 

	
	
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Iono degradation parameter
	iono_degrad_param
	Degradation parameter for ionospheric bound inflation in function of age of bound
	N/A
	N/A

	
	
	Iono rate degradation parameter
	iono_rate_degrad_param
	Degradation parameter for ionospheric rate bound inflation in function of age of bound 
	N/A
	N/A

	
	Medium
	ID of correction that can be used with this bound
	IOD
	IOD to link bound to corrections
	N/A
	N/A

	
	
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags
	“Validity Time” in ARAIM row, p.8)
	DFi108  

	
	
	Iono residual error covariance, bias
	sigma_iono
mu_iono
	Parameters of the paired overbounding model for ionospheric error
	Sigma I (table p.9)
	DFi128 (Residual
ionospheric
error standard
deviation)

	
	
	Iono rate residual error covariance, bias
	sigma_iono_rate
mu_iono_rate
	Parameters of the paired overbounding model for ionospheric rate error
	N/A
	DFi129 (Index of
bounding
parameter on
change in iono
error)

	Sequential
	Low
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Correlation time ionospheric range error
	T_corr_iono
	Correlation time of ionospheric error
	N/A
	N/A

	
	
	Correlation time ionospheric range rate error
	T_corr_iono_rate
	Correlation time of ionospheric rate error
	N/A
	N/A

	Tropospheric Integrity Parameters
	

	Alert
	High
	Troposphere DNU Flag
	tropo_dnu
	Flag to indicate that tropospheric products cannot be used for safety applications 
	N/A
	N/A

	Snapshot
	Low
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags 
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Tropospheric residual risk
	P_tropo
	Residual risk associated to the minimum allowed inflation factor (maximum TIR)
	N/A
	N/A

	
	
	Maximum Tropospheric fault duration
	T_tropo
	Mean elapsed time between a tropospheric  integrity violation occurs and the user is warned about it through DNU flags
	N/A
	N/A

	
	Low
	ID of correction that can be used with this bound
	IOD
	IOD to link bound to corrections
	N/A
	N/A

	
	
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags 
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Tropo degradation parameter
	tropo_degrad_factor
	Degradation parameter for tropospheric bound inflation in function of age of bound
	N/A
	N/A

	
	
	Tropo rate degradation parameter
	tropo_rate_degrad_factor
	Degradation parameter for tropospheric rate bound inflation in function of age of bound 
	N/A
	N/A

	
	Medium
	ID of correction that can be used with this bound
	IOD
	IOD to link bound to corrections
	N/A
	N/A

	
	
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags 
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Tropo residual error bound parameters
	sigma_tropo
mu_tropo
	Parameters of the paired overbounding model for tropospheric error
	Sigma tropo (p.8/9)
	DFi130

	
	
	Tropo rate residual error bound parameters
	sigma_tropo_rate
mu_tropo_rate
	Parameters of the paired overbounding model for tropospheric rate error
	N/A
	DFi131

	Sequential
	Low
	Time of validity
	min_validity_time
max_validity_time
	Validity period of a product in absence of posterior DNU flags 
	“Validity Time” in ARAIM row, p.8)
	DFi108

	
	
	Correlation time tropospheric range error
	T_corr_tropo
	Correlation time of tropospheric error
	N/A
	N/A

	
	
	Correlation time tropospheric range rate error

	T_corr_tropo_rate
	Correlation time of tropospheric rate error
	N/A
	N/A


*The RTCM research and experimental messages [15] are preliminary should not be considered final.

Table 1. Proposed GNSS Integrity Assistance Data and comparison with messages in [14][15].

[bookmark: _heading=h.y1q9yg51q3gx]3.1.1.1 	Observations from Table 1
Some messages are common to all three proposals, including:
· SV DNU Flags
· Time of Validity
· Probability of onset of satellite fault per time unit (i.e. P_sat) 
· Probability of onset constellation fault per time unit (i.e. P_const)
· Mean SV Fault duration (i.e. MTTN or ‘Mean-Time-To-Notify’)

Some messages are present in all three proposals but their representation of the information is different.

Table 1 provides a more direct comparison of each message and some key concepts underpinning these comparisons are introduced below.

Error Overbounding
As described in [14] a fundamental principle of the integrity concept is the overbounding of errors. Each error will be distributed according to some statistical distribution. In general it is not possible to know the true distribution of errors, so instead we attempt to approximate the true distribution with a model distribution that is conservative, i.e. it “overbounds” the true distribution and never under-estimates the probability of an error of a given magnitude.
For errors that are corrected by GNSS Assistance Data from the GCP, the GCP must inform the user of what model distribution to use for the remaining error after the corrections are applied. This model distribution of errors must be communicated via the integrity assistance data and therefore for efficiency should be parameterized using a small number of parameters.
The selection of the correct parameterization of the model distribution is critical to achieving good integrity KPIs. It must be able to maintain the overbounding property without becoming so conservative that it would result in over-inflated Protection Levels at the user.
The most basic parameterization is to use a zero-mean Gaussian distribution. The integrity assistance information would therefore just require one parameter, the covariance (σ), as suggested in [14]. However, real world error distributions tend to have “fat tails” that would require a very conservative value of σ to overbound the distribution (resulting in over-inflated Protection Levels). Furthermore, it may not be possible to guarantee that a Gaussian will overbound the true distribution everywhere, but only within a range.
An alternative method is to use “paired overbounding” which consists of bounding the true distribution by two non-zero mean Gaussians, shifted by -𝜇 and +𝜇. In this case two parameters are specified, σ and 𝜇. For many real-world error distributions this allows for a tighter bound that is still an overbound across the whole distribution (and it is stable per convolution, intrinsic to linear estimators such as Least Squares). This is the method proposed in our Table 1 as well as by ESA in [14, Appendix A] (although [14] does not explicitly enumerate the extra required parameter, 𝜇). 

State-domain versus Range-domain
The errors and their bounds may be represented in multiple different ways. In the Release 16 LPP assistance data messages, the errors are represented in either the range-domain (i.e. Observations Space Representation or OSR) or the state-domain (i.e. State Space Representation or SSR).
The representation of error bounds can also be categorized into range-domain, e.g., as per [14], or state-domain, as per [5]. State-domain representation of error bounds have the following advantages:
· Alignment with the SSR representation of errors
· Better integrity KPIs, from tighter bounding of the error distribution 
· More scalable, as bounds are not specific to a single user location
For example, for the orbital error bounds, if a complete set of state-domain covariance parameters (along track, across track, radial and clock covariances) are sent in their absolute form, the ICE would then project these parameters into range-domain based on the user’s location (i.e. projecting along the line-of-sight from the user to the satellite).
Because the line-of-sight vector depends on the user location, the range-domain bounds will vary with user location. Therefore the bounds must either be computed individually per user (impacting scalability, ability to use broadcast modes, as well as user privacy as user position must be known to the GCP), or the bounds must be inflated to correspond to the worst case user location within the service region. 
Further to Section 2.3.2, we also note that the current research in RTCM SC-134 primarily examines a set of range-domain integrity indicators to accompany the current RTCM standards. Whereas the messages we propose in Table 1 are the additional state-domain parameters that will extend integrity support for all GNSS SSR Assistance Data Elements available in LPP (e.g. to assist in minimising the Protection Levels to meet the most demanding KPIs).

Observation 2: The GNSS integrity assistance data proposed in Table 1 provides a state-domain representation of integrity bounds, offering greater flexibility and scalability in the user implementation.


Some messages are Not Available (N/A) in other proposals, e.g.:
· Service DNU Flag: service wide flag to disable integrity e.g., for testing or during maintenance.
· Constellation Health Status and Mean Constellation Fault duration: allows for handling constellation-wide faults explicitly rather than treating them as a multiple satellite failure, as this is more aligned with the observed failure modes in operation.
· Yaw error bound and Yaw rate error bound: needed to bound the contribution from the yaw error SSR term (specific to LPP’s implementation of SSR).
· Correlation time parameters: necessary to allow the use of user algorithms in the ICE that use observations from multiple time periods (e.g. Kalman Filtering) as opposed to single epoch snapshot methods (e.g. Least Squares).
· Ionosphere and Troposphere parameters:
· ESA [14] do recommend Ionosphere and Troposphere parameters but do not detail proposed message contents beyond a simple bound.
· RTCM [15] does not consider SSR (PPP-RTK) and therefore is missing individual atmospheric error contribution parameters.
· Residual risk parameters: For interoperability, all errors should have explicit residual risk values defined, not just P_sat and P_const. This topic is further examined in Section 3.1.1.4.

Proposal 1: Agree to adopt the GNSS integrity assistance data messages proposed in Table 1 as the baseline for further discussion, liaison, definition and agreement (FFS).
Proposal 2: Agree to send an LS to RTCM SC-134 seeking feedback on Table 1.

[bookmark: _heading=h.gmor3mswudbh]3.1.1.2 	ISO-26262 considerations
The topic of functional safety and the ISO-26262 standard in particular has been discussed in the study [4][6]. It was concluded that the standard is industry-specific (automotive) and outside the scope of the 3GPP specifications given it specifically relates to the vehicle implementation. This topic has been raised again in [14] to discuss whether the components of the 3GPP system (e.g., the LMF) which transport the integrity assistance data also need to comply with ISO-26262. We offer some additional observations on how the GNSS industry and automotive partners are handling this topic as part of the vehicle implementation. 
Briefly, automotive integrity systems must be designed and certified to comply with functional safety requirements specified in ISO-26262. ISO-26262 places certain requirements on any systems responsible for processing data that has safety implications. This is typically understood to mean the on-vehicle systems but may also be extended to cover off-vehicle services (although the standard does not specifically address this). This means that the GCP and ICE must meet the certification requirements of ISO-26262. In the UE-based case, both of these entities reside outside of the 3GPP system and therefore certification of the 3GPP system itself may be avoided by simply considering it as a “grey channel” that passes data between the GCP and the ICE. For UE-assisted where the ICE may reside within the LMF, the LMF may be in that case subject to certification requirements.
To avoid the need to certify the 3GPP system (in the UE-based case), it must be assured that the data is passed between the GCP and the ICE without any possibility of undetected corruption. This is the topic of data integrity (Section 3.1.1.3), and ISO-26262 places specific requirements on the design of the data integrity scheme.
Therefore, in the UE-based case, if all the network is doing is passing data, we must ensure that the necessary requirements such as CRCs and parity checks are in place to secure the data integrity end-to-end (Section 3.1.1.3 below). But this does not imply that each or any entity within the 3GPP network must be certified. It is up to the user to validate how their chosen integrity solution complies with ISO-26262 as an input to the vehicle implementation. Hence, the components of the integrity solution that require certification is entirely dependent on the user design and associated validation strategy.

Proposal 3: Agree that ISO-26262 compliance is handled as part of the implementation.

[bookmark: _heading=h.g814nlrgc98r]3.1.1.3 	Requirements on the Transport Layer
To prevent the feared events related to errors during data transmission, the communications between the entities must be protected against accidental data corruption as well as manipulation of the data by a malicious attacker. 
We propose that state-of-the-art security measures are used to prevent deliberate attack on the data communications, and that no integrity budget is allocated to this case, i.e., the residual risk of malicious attack on the data communications after the security measures have been implemented is assumed to be zero. An example of a measure that could be employed is a digital signature of the assistance data that provides end-to-end validation of the authenticity of the data.
For accidental corruption the data should be protected using a CRC, parity check or other suitable method. It is FFS whether the existing mechanisms provided in the transport layers underneath LPP are sufficient to meet the needs of integrity. A Worked Example is provided in Appendix C.
 
Observation 3: It is FFS whether the existing mechanisms provided in the transport layers underneath LPP are sufficient to meet the data integrity requirements for positioning integrity.
Proposal 4: Agree to examine the Bit Error Rate (BER) and CRC length in the existing LPP data integrity mechanisms and determine if they are suitable to support positioning integrity.

[bookmark: _heading=h.bfjtuoi6ouq4]3.1.1.4 	Assumed probability parameters
Traditional integrity systems such as SBAS require a fully standardized end-to-end architecture. Each component of the system is certified to comply with the SBAS standards [7][8]. This in turn means that certain assumptions are implicit in the information that is sent from the SBAS network. For example, the probability with which the network has been designed to detect a given feared event is implicitly known by the SBAS receiver. If a satellite Do Not Use (DNU) flag were issued by the network, the SBAS receiver already knows what probability of detection the network has been designed to support. A similar scenario exists in proprietary integrity implementations given the chosen GCP and its corresponding design assumptions are already known to the user.
In 3GPP however, users connect to different providers (GCPs) of integrity services via the network, and each provider has its own design assumptions. Therefore, we need a method of communicating these assumptions. Expanding on the SBAS example above, when the user connects to the network, they do not know the probability of detection that can be met by the GCP. Without this information, the user has no way of assessing the level of integrity risk that can be allocated between the ICE and the network (GCP) in order to satisfy the TIR. 
Appendix D provides a detailed description of the assumed probability parameters and why they are needed for end-to-end interoperability between the GCP and the ICE. 

Observation 4: The assumed probability parameter messages contain information about assumptions that the ICE is permitted to make about the validity and interpretation of the integrity assistance data provided by the GCP, such as residual risks. These parameters are needed by the ICE to calculate the integrity results as well as to ensure that the assistance information from the GCP is sufficient to meet the desired integrity KPIs.

[bookmark: _heading=h.f2n7wluelgn0]3.2	The information that will be used to provide the positioning integrity KPIs and integrity results
The integrity KPIs are [4]:
1. TIR: Target Integrity Risk
2. AL: Alert Limit
3. TTA: Time to Alert
For the Integrity Results reporting, we propose to include the:
1. PL: Protection Level
2. Achieved KPIs, i.e. the actual KPIs that were achieved during the integrity computation, which may sometimes be different from the requested KPIs.
· For example, the ICE  may determine that, having reviewed the integrity information available from the network (GCP), it still cannot satisfy the AL for a given TIR (e.g., 10E-7). However, it may be capable of achieving the same AL but at a higher TIR (e.g., 10E-6). Therefore, the application or LCS client may still find value in using these integrity results with a higher TIR, meaning the Achieved KPIs should also be reported as part of the integrity results.
· Any other data, such as an overall integrity flag, can be derived from these values for comparison and does not need to be explicitly reported.


Proposal 5: Agree to include the Protection Level and the Achieved KPIs in the Integrity Results.


In the submissions summary [2] from RAN2#113-Bis-e there was a consistent view that the existing LPP can be reused to transfer the integrity assistance information, integrity KPIs and the Integrity Results. We think Proposal 24 from [2] (renumbered below) most accurately summarised the common view:

Proposal 6: Agree on using the following existing LPP procedures with enhancements for transferring integrity related information between UE and LMF:

· LPP Capability Transfer procedure (via Request Capabilities and Provide Capabilities messages) 
· LPP Assistance Data Transfer procedure (via Request Assistance Data and Provide Assistance Data messages)
· LPP Location Information Transfer procedure (via Request Location Information and Provide Location Information messages)

[bookmark: _heading=h.rohh6sgb2ly8]3.3	Support of integrity for UE-based and UE-assisted A-GNSS positioning
In this submission we have specifically focussed on defining the GNSS integrity messages that can be provided by the GCP and sent as assistance information via the LMF. For UE-based positioning, the GNSS Integrity Assistance Data would be transferred from the LMF to the UE via the signalling procedures proposed in Section 3.2 above. For UE-Assisted positioning, the GNSS Integrity Assistance Data would be consumed directly by the LMF and does not need to be transferred as assistance information.

Observation 5: The GNSS Integrity Assistance Data proposed in this submission supports UE-Based and UE-Assisted positioning integrity determination.
Proposal 7: Agree that UE-Based positioning integrity determination will be supported by defining the GNSS Integrity Assistance Data, Integrity KPIs and Integrity Results.

For UE-Assisted modes, the information that will be sent from the UE to the LMF, including the UE feared events, remains FFS. Appendix E provides a summary of the network-assisted (UE-Based) and UE-assisted (LMF-Based) positioning integrity mode considerations [4].

Observation 6: For UE-assisted positioning, the information sent between the UE and the LMF is FFS.


4. 	Conclusions
The following observations have been made:
Observation 1: The GNSS integrity messages provided by the GCP are distinct from the feared events themselves; they are the messages used to mitigate the impact of the feared events.
Observation 2: The GNSS integrity assistance data proposed in Table 1 provides a state-domain representation of integrity bounds, offering greater flexibility and scalability in the user implementation.
Observation 3: It is FFS whether the existing mechanisms provided in the transport layers underneath LPP are sufficient to meet the data integrity requirements for positioning integrity.
Observation 4: The assumed probability parameter messages contain information about assumptions that the ICE is permitted to make about the validity and interpretation of the integrity assistance data provided by the GCP, such as residual risks. These parameters are needed by the ICE to calculate the integrity results as well as to ensure that the assistance information from the GCP is sufficient to meet the desired integrity KPIs.
Observation 5: The GNSS Integrity Assistance Data proposed in this submission supports UE-Based and UE-Assisted positioning integrity determination.
Observation 6: For UE-assisted positioning, the information sent between the UE and the LMF is FFS.

The following proposals have been made:
Proposal 1: Agree to adopt the GNSS integrity assistance data messages proposed in Table 1 as the baseline for further discussion, liaison, definition and agreement (FFS).
Proposal 2: Agree to send an LS to RTCM SC-134 seeking feedback on Table 1.
Proposal 3: Agree that ISO-26262 compliance is handled as part of the implementation.
Proposal 4: Agree to examine the Bit Error Rate (BER) and CRC length in the existing LPP data integrity mechanisms and determine if they are suitable to support positioning integrity.
Proposal 6: Agree on using the following existing LPP procedures with enhancements for transferring integrity related information between UE and LMF:
· LPP Capability Transfer procedure (via Request Capabilities and Provide Capabilities messages) 
· LPP Assistance Data Transfer procedure (via Request Assistance Data and Provide Assistance Data messages)
· LPP Location Information Transfer procedure (via Request Location Information and Provide Location Information messages)
Proposal 7: Agree that UE-Based positioning integrity determination will be supported by defining the GNSS Integrity Assistance Data, Integrity KPIs and Integrity Results.
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[bookmark: _heading=h.7t96pnh0zg7z]Appendix A - Feared Event Categories
Five categories of feared events were examined in the Study [4] which are summarised in Table 2 below. In order to achieve positioning integrity, these feared events must be monitored and accounted for. The monitoring of feared events can occur in various places within the system as defined by the particular implementation. All feared events may be monitored by the ICE itself, but alternatively, or in addition to the ICE, may rely on monitors present in other locations where there may be additional information available to strengthen the monitoring process. For example, the UE may have additional measurements it can make to detect the presence of spoofing or multipath. The GCP may have the ability to monitor using a reference network consisting of many GNSS reference stations. Therefore we further categorize the feared events depending on where it is possible for them to be monitored.

	Feared Event Category
	Feared Event
	Location(s) of Integrity Monitor(s)

	1. Feared events in the GNSS Assistance Data
	Incorrect computation of the GNSS Assistance Data, e.g. software bug, corrupt or lost data
	GCP, ICE

	
	External feared event impacting the GNSS Assistance Data, e.g. satellite, atmospheric or local environment feared events (Category 3) impacting the GNSS reference stations in the GNSS correction provider's network.
	

	2. Feared events during positioning data transmission
	Data integrity faults
	ICE

	3. GNSS feared events
	Satellite feared events
e.g. bad signal-in-space or bad broadcast navigation data
	GCP, ICE

	
	Atmospheric feared events
	

	
	Local Environment feared events, e.g. Multipath, Spoofing, Interference
	UE, ICE

	4. UE feared events
	GNSS receiver measurement error
	

	
	Hardware faults*
	

	
	Software faults*
	

	5. LMF feared events**
	Hardware faults*
	LMF (ICE) **

	
	Software faults*
	

	NOTE: The positioning integrity assistance information IEs are FFS as part of the WI.
*NOTE:	The UE or LMF are responsible for mitigating these feared events locally, outside the scope of the specifications.
**NOTE: LMF feared events are only applicable to the UE-Assisted case and may be left up to implementation. In this case the ICE is located within the LMF.


Table 2: Summary of A-GNSS feared events categories (adapted from [4]) showing where in the system the integrity monitors can be located to detect the feared events



[bookmark: _heading=h.8e46u26bi1mr]Appendix B - Mathematical Framework for Positioning Integrity
The notation below is first defined.
	Parameter
	Description

	
	Probability of impact in the Nominal State conditions

	
	State Probability of a specific Feared Event (FE)

	
	Probability that the monitor in the GCP fails to detect the FE (missed detection, MD), given that the FE is present

	
	Probability that the FE causes the GCP to violate its bounds, given that the FE is present and was failed to be detected by the GCP

	
	Probability that the monitor in the ICE fails to detect the FE (missed detection), given that the GCP is violating its bounds

	
	Probability that the monitor in the UE fails to detect the FE (missed detection), given that the FE is present

	
	Probability that the FE causes the UE to violate its bounds, given that the FE is present and was failed to be detected by the UE

	
	Probability that the monitor in the ICE fails to detect the FE (missed detection), given that the UE is violating its bounds

	
	Probability that the integrity system fails to meet its bounds (HMI), given a missed detection at the ICE


Table 3. Description of positioning integrity probabilities

The governing equation for integrity [16] is that the sum of all the integrity risks must be less than the TIR. The integrity risk can be considered as a probability of impact to integrity in the Nominal State plus the sum of the probability of impacts of each of the feared events: 

Equation 1. The positioning integrity inequality

Where ) is the probability of impact in the Nominal State, and  is the Probability of Impact of a given Feared Event (FE). It is useful to decompose  into contributions from the various components of the integrity system as follows:
 

< TIR
Equation 2. Decomposing the positioning integrity inequality

Where  are the FEs that can be monitored by the GCP, and  are the FEs that can be monitored by the UE. All FEs may additionally be monitored by the ICE itself. Note that LMF FEs are not considered in this analysis as they are always up to the implementation to monitor and/or mitigate.

Feared Event
Monitors (GCP)
Monitors (ICE)
Impacts
(ICE)
Impacts (GCP)
Misleading Information
Monitors (UE)
Impacts (UE)
Monitored on Network
Monitored on UE

Figure 2. Illustrating the positioning integrity inequality relative to the system components

In order for there to be an impact, the FE must first occur, with associated probability . Then the FE must be missed by the monitors checking for that FE. The monitors may be implemented by the GCP, the ICE and/or UE.
For each monitor there is a corresponding probability of Missed Detection (MD) given the presence of a specific FE, , as well as the probability that if there is an MD that this will result in an impact to the integrity bounds. The Probability of Impact is denoted as  This additional impact term is useful as, for example, a FE that has a very small magnitude may be difficult to monitor but may also have a lower chance of causing an impact. In general, the constraint in Equation 2 should be maintained for any FE magnitude.
Note that the final term  denotes the probability of an impact on positioning integrity, i.e. an integrity event / Hazardously Misleading Information (HMI). However, the intermediate term  denotes the probability of an impact on the integrity assistance data provided by the GCP, i.e. an assistance data parameter is outside of its specified bounds.


Appendix C – Worked example on data integrity considerations

	Worked Example:
Allocate an integrity budget (residual risk) of 10-8/hr, i.e.,
P(IFE) < 10-8/hr
P(FE) = message rate * message length * Bit Error Rate (BER)
P(MD|FE) = 2-L, where L is the CRC length in bits
P(IFE) = P(FE) . P(MD|FE) . P(I|MD) < 10-8/hr
Assume P(I|MD) = 1, as any undetected bit error could cause an integrity failure
Assume 1 Hz message rate, 250 bits message, BER 10-5/bit:
1 * 3600 * 250 * 10-5 * 2-L * 1 < 10-8
2-L < 10-9
L  > log_2(109)
L > 30 bits







[bookmark: _heading=h.jjz9gtagxsej]Appendix D - Interoperability considerations
[bookmark: _heading=h.vykvgkg4uc00]Interoperability considerations between the ICE and the GCP/UE
The ICE needs all of the parameters in Equation 2 in order to compute the integrity results. These parameters represent the assumptions made by the system about certain probabilities resulting from the system design and implementation. These parameters must also be agreed between the UE, the GCP and the ICE in order for interoperability.
These parameters can be set in various ways, as illustrated in Table 3:
· (IM): Implementation-defined (i.e., 3GPP does not specify how these parameters should be agreed upon).
· (HC): Specified explicitly in the normative work (i.e., “hard coded”)
· Dynamic parameters communicated between the entities of the 3GPP Network:
· (AD): In the GNSS Integrity Assistance Data
· (ME): In the Measurements from the UE (UE-Assisted)
In Table 4 we consider three options for how these parameters can be agreed to ensure interoperability. In Option 1, agreement on the parameters is considered to be out of scope of 3GPP and must be handled by implementation or by some other mechanism outside of 3GPP. Option 3 on the other hand implicitly defines in the specifications the exact parameters and probabilities that need to be met in order to be interoperable (i.e., essentially setting thresholds of performance that the GCP or UE integrity monitors must meet). Option 2 provides the highest flexibility in the implementation by enabling the GCP and/or UE to dynamically communicate the parameters, allowing the ICE to know explicitly what parameters should be used.
 
We believe that Option 1 should not be considered, as it is contrary to interoperability and there is risk of incompatible systems being used in conjunction, which could easily lead to integrity being violated. Due to the complex trade-offs between parameters that depend on choice of implementation, we also do not recommend Option 3. Option 3 would reduce the possibility for innovation by the vendors and create a large burden on the standardization effort to research and correctly set each parameter. We believe that Option 2 should be pursued as it allows explicit interoperability, improved safety and allows for vendors to innovate on different implementation choices.

	
	Option 1 - No interoperability, up to implementation to validate
	Option 2 - Explicit interoperability, communicate all needed parameters explicitly 
	Option 3 - Implicit interoperability, parameters specified in standard 

	Parameter
	UE-Based
	UE-Assisted
	UE-Based
	UE-Assisted
	UE-Based
	UE-Assisted

	
	IM
	IM
	AD/ IM
	AD / ME
	HC / IM
	HC

	
	IM
	IM
	AD
	AD
	HC
	HC

	
	IM
	IM
	AD
	AD
	HC
	HC

	
	IM
	IM
	IM
	IM
	IM
	IM

	
	IM
	IM
	IM
	ME
	IM
	HC

	
	IM
	IM
	IM
	ME
	IM
	HC

	
	IM
	IM
	IM
	IM
	IM
	IM

	
	IM
	IM
	IM
	IM
	IM
	IM


Table 4. Comparison of options for how integrity parameters can be agreed for interoperability

[bookmark: _heading=h.s6n3bqd7plkh]Interpretation of the integrity assistance data parameters
The proposed GNSS Integrity Assistance Data parameters include several different kinds of information:
· Residual risk values
· Bound values
· Additional assumed probability parameters (as detailed in Section 2.5)
· Correlation time parameters

The principle of operation is that the probability of impact (i.e. that some true value exceeds the stated bound, without a corresponding alert being raised) is guaranteed to be less than the corresponding residual risk value. The residual risk is denoted as  and is the product of three of the parameters detailed in Section 2.5:

 	= 

					


Appendix E - Summary of network-assisted (UE-Based) and UE-assisted (LMF-Based) positioning integrity mode considerations
	Positioning Integrity Mode
	Location service type
	Source of KPIs* 
	Source of Integrity results*
	 Positioning Integrity assistance information** 
	Specification impact 

	Network assisted (UE-based): Positioning integrity result is derived by the UE

	MO-LR
	UE internal implementation
	UE internal implementation 
	From LMF to UE: 
- Feared events in the GNSS Assistance Data
- Feared events in transmitting the data to the UE
- GNSS feared events
	Procedure to transfer Integrity assistance information from LMF to UE


	
	MT-LR
	From LMF 

	From UE
	From LMF to UE: 
- Feared events in the GNSS Assistance Data
- Feared events in transmitting the data to the UE
- GNSS feared events
	Procedure to transfer Integrity assistance information and KPIs from LMF to UE
Procedure to transfer Integrity results from UE to LMF 


	UE assisted (LMF-based): Positioning integrity result is derived by the LMF
	MO-LR
	From UE
	From LMF
	From GNSS corrections provider (external source) to LMF: 
- Feared events in the GNSS Assistance Data
- Feared events in transmitting the data to the UE
- GNSS feared events
From UE to LMF:
- UE feared events
- GNSS feared events
	Procedure to transfer Integrity assistance information and KPIs from UE to LMF
Procedure to transfer Integrity results from LMF to UE 


	
	MT-LR
	LMF implementation

	LMF internal implementation
	From GNSS corrections provider (external source) to LMF: 
- Feared events in the GNSS Assistance Data
- Feared events in transmitting the data to the UE
- GNSS feared events
From UE to LMF:
- UE feared events
- GNSS feared events
	Procedure to transfer Integrity assistance information from UE to LMF 


	NOTE:	The table provides a summary of considerations and the final details and specification impacts are FFS in the WI.
*NOTE:	Examples of KPIs are the TIR, AL, TTA. Examples of Integrity results are the PL and Integrity Availability.
**NOTE:	From LMF to UE does not mean the integrity assistance information is generated by the LMF.


Table 5 - Summary of network-assisted (UE-Based) and UE-assisted (LMF-Based) positioning integrity mode considerations [4].
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