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1	Introduction
During RAN2 #113e, we have made the following agreements:
Agreements
-	Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 
-	RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
-	Support for survival time in UCE is up to network configuration. 
-	Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  
-	Communication service reliability (CSR) is not needed on top of survival time
-	Only periodic traffic is considered for survival time work in Rel-17
-	RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress

From our point of view, the open issues are:
· Whether burst ending time (BET) is beneficial from RAN2 perspective as another possible new TSCAI parameter?
· How the survival time state should be monitored by RAN?
· What mechanism should be applied in order to avoid intolerable consecutive message failure?
This paper aims to provide our views on the open issues listed above.
2	Discussions
2.1	Burst Ending Time (BET)
It was proposed that BET should be provided as another TSCAI element for the RAN to properly allocate radio resource. In particular, by knowing when the burst is ended, the gNB may properly select the starting time of a scheduling PUSCH or PDSCH, which avoids the situation where the at least one packet of the burst arrives after the transmission in PHY is started. 
Although it sounds plausible, from our point of view the difference between burst arrival time (BAT) and BET should be rather small and should be negligible. Therefore, given that BAT is already available as a part of TSCAI, the additional benefits that BET can bring is not so clear to us. Besides, we must note that burst size is also known, so by implementation the gNB should be able to derive how long it takes for a burst to arrive in RAN completely. In another word, the difference between BAT and BET should be predictable as well. Therefore, at this stage we do not think it is necessary for RAN2 to consider BET. Instead, we should focus on potential enhancement for survival time support, which is already a clear target as SA2 has already captured it in normative specifications. 
Moreover, by looking at the WID [1], the objective relating to new QoS does not ask RAN2 to suggest any new QoS parameters.
	RP-210854: 
……
5. RAN enhancements based on new QoS related parameters if any, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3] 




Instead, we are asked to work on RAN enhancements based on any new QoS parameters decided in SA2. Therefore, we think it is beyond the scope if RAN2 proactively suggest new QoS parameters to SA2.
Proposal 1: RAN2 does not consider Burst Ending Time in Rel-17.

2.2	Survival Time State Monitoring
In email discussion [2], companies have provided their views about potential RAN enhancements for survival time state monitoring. That is, how and when the RAN should decide to boost reliability for a data burst in order to avoid consecutive errors that potentially leads to survival time violation from application point of view. According to [2], the following options seem to receive more support:
1. Survival Time State monitoring based on gNB/UE implementation;
2. Survival Time State monitoring based on HARQ feedback (optionally with a TX-side timer);
3. Survival Time State monitoring based on RLC ARQ feedback (optionally with a TX-side timer);
4. Survival Time State monitoring based on Sequence Number.
For Option 1, no specification enhancement is needed, and arguably that gNB will be the first node that knows there is an error, and so it could assign a dynamic grant with higher reliability target for subsequent packets to make sure consecutive error does not occur. 
For Option 2, if any HARQ feedback (such as a re-transmission grant) is assigned by the gNB, implicitly the UE knows that the previous packet was not received successfully, so it could autonomously boost reliability target for the subsequent packet(s) to avoid survival time violation. It could be associated to a timer where reliability boosting mechanism is applied when the timer is running. 
Option 3 is similar to Option 2, but it relies on RLC-level ARQ feedback instead.
For Option 4, it does not rely on any kind of feedback (e.g. new dynamic grant, re-transmission grant, or ARQ NACK) from the receiver (gNB), but the UE proactively boost the reliability of at least one burst in every N-th incoming burst to make sure consecutive error of N burst does not occur. The PDCP layer may directly determine how to deal with a incoming packet based on its sequence number (SN).
From our perspective, RAN2 should try to adopt a mechanism that can address the most stringent cases listed in Table 5.2-1 in TS 22.104 [3], as shown in Figure 1:
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Figure 1 Some more stringent cases for periodic deterministic communication services in TS 22.104
 We can note that following:
· RAN enhancements should be able to address use cases where the maximum end-to-end latency, transfer interval, and survival time are all extremely short (e.g. 500 us), which implies RAN only has extremely limited time to monitor and respond to survival time state. The maximum end-to-end latency also include the time required to transfer data from CN to RAN, which means the Uu interface delay budget is even smaller. 
· For use cases such as Wired-2-wireless link replacement, the maximum transfer interval covers two wireless links (in accordance to Table 5-2.1 in TS 22.104: NOTE 5:	Communication includes two wireless links (UE to UE).). Therefore, there could be a cross-dependency between monitoring/responding to survival time state in one link and status of another link.
Thus, given the extremely short maximum end-to-end latency, transfer interval, and survival time (e.g. <500 us), it is extremely challenging to rely on any feedback which is associated to any potential latency. In particular, we think Option 1, 2, and 3 listed above are basically impractical with the analysis below.
First, we must note that the stringent time budget of 0.5 ms means the transmitter needs to transmit a message, receive a feedback, and adapt the transmission for the very next message within such a short period of time. Although some companies argue that we can do it with approximately 0.42ms based on HARQ feedback [4], it is only possible with very specific subcarrier spacing (60 KHz) and PUCCH configuration, and essentially it is only feasible in FDD or some very restrictive TDD configurations (Note that FDD can only support bands up to 2.7 GHz, which means we are precluding the possibility of survival time support in any higher carrier frequency such as FR2, if mechanisms based on e.g. HARQ feedback is employed). Also, we must note that the budget of 0.5 ms also covers the delay in N3 interface between RAN and CN, any small jitter may result in survival time violation. 
Moreover, there are some problems/concerns with UE-based reactive ST triggering that is based on feedback of transmission failure: 
· In cases of triggering by transmission failure, how the UE can receive the NACK quickly/reliably in such a short period of time (e.g. 0.5ms)? As mentioned above, this is only possible with very restrictive configurations and hence severely limit the network implementation/deployment flexibility. Furthermore, even if feedback is possible, it is still error-prone due to e.g. beam blockage. We should not put survival time requirement of critical applications at risk as this is very costly for the technology stakeholders. 
· It requires further dynamic cross-link coordination when considering UE-to-UE communications, to make sure the reliability of both legs links can be increased to ensure survival time can be protected in an end-to-end manner. 
· The MAC may need to check the LCHs corresponding to the HARQ process that needs retransmission, and further indicate to the PDCP layer to activate duplication. Moreover, what if a message is actually conveyed by two TBs in the MAC layer ? There are many issues that need to be resolved in specification if we are use reactive trigger for survival time support. 
 
The only possible reactive trigger that can be considered form our point of view is “missing packet arrival in the upper layer”. As we are dealing with periodic traffics, if a message did not arrive at the upper layer of the transmitter at the expected timing (which means it is lost somewhere in the upstream), then the survival time state should be triggered. 

For the similar reasons, we believe it is equally challenging to relay on gNB implementation. Overall, this is extremely restrictive, inflexible (in terms of deployment and implementation) and risky to rely on HARQ feedback or gNB implementation.

Observation 1: Relying on UE-based reactive survival time triggering or gNB implementation only (e.g. HARQ feedback or uplink grant) would end up a very restrictive solution which basically precludes possibility of flexible TDD. Any small jitter in the end-to-end path or failures in feedback mechanisms would make this solution useless due to extremely tight time budget.
Many companies have proposed PDCP adaptation (e.g. PDCP duplication) to ensure successful transmission of subsequent message in survival time state. If we rely on HARQ feedback, essentially it means the PDCP layer needs to monitor the status of HARQ process in MAC/PHY to determine its action. Such cross-layer interaction would break the current way of RAN protocol operation and make the specification very complicated and increases UE implementation complexity. 
Observation 2: If PDCP duplication is to be used as the mean to boost reliability, relying on feedback (e.g. HARQ feedback or uplink grant) for survival time support would result in complicated cross-layer interaction that breaks the current way of RAN protocol operation, as PDCP needs to check status of HARQ processes.  
According to TS 22.104, we do need to consider the use cases of UE-to-UE communications where two Uu interfaces are involved, as shown in the Figure 2:
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Figure 2 Illustration of UE-to-UE communications involving two wireless links
It is worth noting that, Uu1 and Uu2 could be handled by two different gNBs, and the message may go though one or more UPFs in the core network before reaching the destination. In this case, if message failure occurs in Uu2, based on the feedback from gNB2 for example, the air interface in Uu1 should be adapted to make sure the next message can be transmitted with higher reliability in an end-to-end manner. This means we need some “triggering” signal between gNBs or via the UPF or SMF, which would eventually cause impacts to RAN3 as well. Besides, depending on the deployment, signalling among gNBs and UPF/SMF can introduce latency as well. This can be clarified using the example below:
Consider a message, which is successfully transmitted in Uu1, but failed in Uu2. Overall, the message is failed from an end-to-end view. To avoid consecutive message failure, in this case we trigger the reliability boost in Uu2 for the NEXT message (because the previous failure occurred in Uu2), but the reliability target stays the same in Uu1 for this NEXT message. In such situations, if for some reasons the NEXT message fails in Uu1, then this NEXT message is still failed from an end-to-end view even if the reliability is boosted in Uu2. Thus, we think some coordination between Uu1 and Uu2 is needed for methods relying on feedback, such that Uu2 can notify Uu1 to boost reliability as well for the NEXT message, even if the previous message was successfully transmitted over Uu1. Only in this way we can ensure the NEXT message is reliably transmitted in an end-to-end manner. Apparently, impacts to RAN3 is foreseeable.
Observation 3: Relying on feedback (e.g. HARQ feedback or uplink grant) for survival time support may require RAN3 involvement as information exchange between UPF/SMF and gNB may be needed to enable cross link coordination for end-to-end survival time support in UE-to-UE communications.
One may argue that Option 4 is not efficient because reliability of some packets may be boosted unnecessarily. Nevertheless, for schemes based on feedback and autonomous PDCP duplication, the gNB would anyway have to pre-allocate configured grant (CG) resources for the duplication leg, in order to ensure that duplication leg can have radio resource immediately after it is activated. Hence, this is not more spectrally efficient as compared to proactive schemes. Moreover, it is worth noting that in an IIoT/TSC use case, it is much more important to ensure applications do not fail frequently than optimizing spectral efficiency, because failure of applications in such use cases can be quite costly. Thus, spectral efficiency should not be seen as the most prominent criteria when considering the mechanism for supporting survival time. 
Observation 4: For IIoT/TSC use cases, ensuring applications do not fail is much more important than optimizing spectral efficiency.
Based on the analysis above, relying on feedback is extremely risky and restrictive in the most stringent use cases where both survival time and transfer intervals are as short as 0.5 ms. This is because timely feedback is only feasible with very specific subcarrier spacing and TDD configuration, which is not always allowed depending on the available/operational carrier frequency. Besides, for UE-to-UE communications, it is not clear how the two links can be coordinated to ensure survival time can be protected in an end-to-end manner when we only rely on feedback in one link.  
All in all, we think proactive method is the most appropriate to ensure that survival time requirement can be fulfilled in spectral efficient manner even in the most stringent use cases, because we can avoid application failure also due to unreliable feedback caused by e.g. beam blockage. From specification point of view, we only need a configuration message for the UE to identify the PDCP PDUs with SNs that need more attention, which is not complicated. 
We must point out that, making sure applications do not fail due to 5G defect is of paramount importance. Here in 3GPP we are developing technologies to compete with cable-based solutions, and this is awkward if IIoT/TSC applications fail due to survival time violation caused by e.g. feedback failure over the air interface. Thus, we think proactive methods based on the SN of incoming packet is a much more practical and suitable scheme that should be adopted for Rel-17.
Proposal 2: Proactive Methods based on sequence number should be supported by RAN2 to deal with survival time for more stringent use cases.

2.3	Reliability Boosting Mechanism
Once a survival time state is detected, the next question is how the UE should react in order to avoid intolerable consecutive message error. According to the offline discussion in [2], the two possible options are:
1. PDCP duplication
2. Adaptive L1/L2 configurations/parameters
In this section, we aim to provide some of our views about these two options.
· PDCP Duplication
It is noted that, up to four RLC entities can be configured for a DRB to support PDCP duplication. Even before the survival time state is detected, duplication for the corresponding DRB may have already been activated (i.e. at least two RLC entities are activated) by the gNB. From this point of view, instead of “activating PDCP duplication”, more RLC entities should be further activated on top of the already-activated RLC entities to boost reliability when there is a need. In Rel-16 the number of active RLC entities for duplication can be changed by the gNB via the MAC CE, which is indeed too slow especially for more stringent cases where the survival time is 0.5ms. In light of this, UE autonomous operation can be considered, and in this case the UE may determine which additional RLC entities should be activated in order to boost reliability.
From our point of view, it might not be appropriate for the UE to select “any” RLC entities that can be activated. For instance, the UE does not know interference situations of serving cells associated to each RLC, and it could be highly undesirable if the UE imprudently activates a RLC whose associated serving cell(s) is already under heavy interference. On the other hand, the gNB may not aware of which RLC will be activated by the UE, and the corresponding RLC at the gNB side may be deactivated. Thus, it is inappropriate for the UE to select which RLC should be further activated when there is a need to boost reliability to avoid survival time violation.
Observation 5: It is inappropriate for the UE to determine which additional RLC entities should be activated to boost reliability to avoid survival time violation.
Hence, if PDCP duplication is to be considered as the mean to boost reliability, we suggest that the gNB should “pre-configure” a subset of RLC entities which can be activated by the UE itself. Therefore, whenever the survival time state is detected, the gNB knows which RLC entities will be activated by the UE in a deterministic manner. Figure 3 shows an example where only RLC3 and RLC4 are allowed to be activated by the UE. The subsets could be dynamically changed based on the gNB instruction, in which the gNB may determine the subset based on the channel quality or interference status.
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Figure 3 The gNB indicates a subset of RLC entities for a DRB, which could be activated by the UE autonomously.
Proposal 3: For DRB associated to more than two RLC entities, the gNB should pre-configure a subset of RLC entities that the UE is allowed to activate by itself when there is a need to boost reliability via duplication.
· Adaptive L1/L2 Configuration/Parameters and Leg Switching

Note that PDCP duplication only works when either CA or DC is available. This is not necessarily true especially for a private network environment. Besides, it should be noted that PDCP duplication may not always be suitable for UL due to UE’s limited maximum power budget that has to be shared between all carriers. Most probably if UE would need to increase reliability with UL duplication it is already using its full transmission power. Thus, utilization of duplication in such situations may not help if transmissions cannot be interleaved in time to allow full UL power budget for all transmissions. This is really challenging especially with the most stringent latency requirements and separate MAC entities not coordinating scheduling decisions. Moreover, duplication causes increased interference that may cause degradation of overall network performance. 
Therefore, adaptive L1/L2 configurations or parameters could be another way to boost reliability when there is a need for survival time support. From our perspective, dynamically changing L1/L2 parameters could be quite complicated in MAC and PHY. On the other hand, we believe this can be achieved by switching between RLC entities corresponding to different LCHs, wherein each LCH has its own set of LCP settings such as priority, LCH mapping restriction etc. This is illustrated in Figure 4. Furthermore, such scheme could be utilized to obtain diversity gain via switching leg periodically to average out the probability of consecutive error.
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Figure 4 An illustration of RLC switching to enable adaptive L1/L2 configurations/parameters
Proposal 4: RLC switching should be considered to support adaptive L1/L2 parameters/configurations and/or diversity as a survival time protection mechanism.

3	Conclusion
In this paper, we have provided our views on RAN enhancement to tackle survival time requirement in Rel-17. Based on the discussions, we have made the following observations:
Observation 1: Relying on feedback (e.g. HARQ feedback or uplink grant) for survival time support would end up a very restrictive solution which basically precludes possibility of flexible TDD. Any small jitter in the end-to-end path or failures in feedback mechanisms would make this solution useless due to extremely tight time budget.
Observation 2: If PDCP duplication is to be used as the mean to boost reliability, relying on feedback (e.g. HARQ feedback or uplink grant) for survival time support would result in complicated cross-layer interaction that breaks the current way of RAN protocol operation, as PDCP needs to check status of HARQ processes.  
Observation 3: Relying on feedback (e.g. HARQ feedback or uplink grant) for survival time support may require RAN3 involvement as information exchange between UPF/SMF and gNB may be needed to enable cross link coordination for end-to-end survival time support in UE-to-UE communications.
Observation 4: For IIoT/TSC use cases, ensuring applications do not fail is much more important than optimizing spectral efficiency.
Observation 5: It is inappropriate for the UE to determine which additional RLC entities should be activated to boost reliability to avoid survival time violation.

Moreover, we have the following proposals:
Proposal 1: RAN2 does not consider Burst Ending Time in Rel-17.
Proposal 2: Proactive Methods based on sequence number should be supported by RAN2 to deal with survival time for more stringent use cases.
Proposal 3: For DRB associated to more than two RLC entities, the gNB should pre-configure a subset of RLC entities that the UE is allowed to activate by itself when there is a need to boost reliability via duplication.
Proposal 4: RLC switching should be considered to support adaptive L1/L2 parameters/configurations and/or diversity as a survival time protection mechanism.
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