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In the previous RAN3#111e meeting [1], the Inter-donor topology redundancy was discussed (summary in [2]), resulting in a LS [3] sent to RAN2 with the following statement:
The following two scenarios for the inter-donor topology redundancy should be supported in Rel-17 IAB: 
· Scenario 1: the IAB is multi-connected with 2 Donors.
· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.

In this respect, the following agreements on BAP routing and bearer mapping between two topologies have been made:  
· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
· The boundary IAB node belongs to two topologies of two donor CUs. 
· RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2). 

RAN3 asked RAN2 to take the above into account and be involved in the design of inter-donor topology redundancy.

In this paper, we discuss how to enable the BAP routing across two topologies, as well as how to configure the IAB-nodes and IAB-donor-DUs accordingly.

Discussion

In RAN2, the problem of inter-topology BAP routing is explained in [4], pointing out that, since assignment of BAP addresses, BAP path IDs and BH RLC CH IDs is managed independently in each topology, the same values may be reused. This may lead to collisions among BAP addresses, BAP path IDs and BH RLC CH IDs when performing BAP routing across two topologies.
For instance, if a Boundary IAB-node of a first IAB network has the same address as an IAB-node in the second IAB network, when the Boundary IAB-node receives a BAP PDU with a header that includes a destination BAP address that matches the address of the Boundary IAB-node (and hence the address of the IAB-node in the second IAB network), the Boundary node will not be able to decide whether the BAP PDU is for the Boundary IAB-node and so has to be forwarded to upper layers or is intended for the IAB-node in the second IAB network and so has to forwarded to the next hop. 

Observation 1: The BAP address cannot be used to differentiate between any two destination nodes.

BAP address space may be split into different partitions through a CU identifier, or separate sets of BH RLC channels may be introduced to prevent any routing ambiguity. However, such solutions require the coordination of the different donor-CUs through a standardized signalling, as well as the need of IAB-nodes reconfiguration when a conflict is detected in the allocation of addresses or IDs. Besides, extending the BAP header (e.g. for CU-related identifier addition purpose) to allow topology differentiation would create BAP packet overhead.
To overcome the aforementioned drawbacks, a solution is to let the BAP addresses, BAP path IDs and BH RLC CH IDs be assigned independently in each topology while the boundary node holds a mapping table, which maps the BAP routing ID from one topology to the BAP routing ID in the other topology. Then, the BAP routing ID carried on the BAP header is rewritten by the boundary node when a BAP PDU crosses the boundary node from one topology to the other. This solution is described in section 2.2.5 of [4]. The disadvantage of this approach is that it requires the boundary IAB node to perform significant processing to re-write the BAP headers. 

Observation 2: BAP header re-writing would require extra processing and complexity at boundary node. 


Transit paths definition for BAP routing across two topologies
To solve the above issues, it is proposed to rely on dedicated path identifiers, referred to as Transit path identifiers, to be specifically used for routing BAP packets across two topologies.
When determining that the routing path in a BAP packet header is a Transit path, i.e. is to be routed through two IAB networks, an IAB-node would route this BAP packet regardless of the Destination address in the BAP packet header. 
In order to prevent inappropriate re-routing that would result from an address collision (e.g. a relay IAB-node in a first topology has the same address as the actual destination IAB-node in a second topology), an IAB-node would parse its BAP routing configuration table, based on the Path ID in the BAP packet header, to determine whether a received BAP packet is to be relayed or sent to the upper layers.

The way Transit paths are used is illustrated in the present section 2.1.
The way Transit paths are configured at IAB-nodes is illustrated in section 2.2.

Two options are proposed hereafter which illustrate how the use of Transit paths could allow BAR routing across two topologies, without having the need for any BAP header re-writing.

Option 1
As illustrated in Figure 1 hereafter, the IAB-donor 1, in charge of IAB topology 1, wishes to offload some BAP packets, destined to IAB-node 4, by routing them through the IAB-donor 2, in charge of IAB topology 2. To do so, the BAP packet header has its Destination field value set to “A4”, which is the address of IAB-node 4, and its Path field value set to “Transit Path ID 1” value by IAB-donor 2. Thus, no additional field is required in the BAP header format to notify a transit path.
In the following, IAB-node 2, belonging to IAB topology 2, has been assigned the same address “A4” as IAB-node-4, which belongs to IAB topology 1. 

IAB-node 2, upon reception of the BAP packet, identifies that a Transit Path, i.e. Transit Path ID 1, is used to route the packet. Therefore, it does not consider the Destination field in the BAP header, but rather checks for the entry in the BAP routing configuration table which Path ID field matches “Transit Path ID 1”. This entry indicates that the packet should be forwarded to IAB-node 3, which BAP address “A5” (in IAB topology 2) matches the Next hop BAP address field in the table.

Boundary IAB-node 3, upon reception of the BAP packet, identifies that a Transit Path, i.e. Transit Path ID 1, is used to route the packet. Therefore, it performs the same operation as IAB-node 2 did previously and forwards the BAP packet to IAB-node 4, which BAP address “A4” matches the Next hop BAP address field in its BAP routing configuration table. 

IAB-node 4, upon reception of the BAP packet, identifies that a Transit Path, i.e. Transit Path ID 1, is used to route the packet. Therefore, IAB-node 4 checks for the entry in the BAP routing configuration table which Path ID field matches “Transit Path ID 1”. As it finds no entry, IAB-node 4 checks the Destination field in the BAP header and, as it matches its own BAP address value, deduces that it should send the BAP packet to its upper layers.

According to Option 1, no header rewriting is needed at boundary node. 
According to Option 1, no configuration is specific to the boundary node.
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Option 2
As illustrated in Figure 2 hereafter, the IAB-donor 1, in charge of IAB topology 1, wishes to offload some BAP packets, destined to IAB-node 4, by routing them through the IAB-donor 2, in charge of IAB topology 2. To do so, the BAP packet header has its Destination field value set to “A4”, which is the address of IAB-node 4, and its Path field value set to “Transit Path ID 1” by IAB-donor 2.
In the following, IAB-node 2, belonging to IAB topology 2, has been assigned the same address “A4” as IAB-node-4, which belongs to IAB topology 1. 


IAB-node 2, upon reception of the BAP packet, identifies that a Transit Path, i.e. Transit Path ID 1, is used to route the packet. It also detects that its own BAP address “A4” matches the Destination field value in the BAP header. 
IAB-node 2 checks for the entry in the BAP routing configuration table which Path ID field matches “Transit Path ID 1”. As the Destination field in this entry (i.e. “A5”) does not match its own BAP address, IAB-node 2 understands that the packet should be forwarded to IAB-node 3, which BAP address “A5” (in IAB topology 2) matches the Next hop BAP address field in the table.

Boundary IAB-node 3, upon reception of the BAP packet, identifies that a Transit Path, i.e. Transit Path ID 1, is used to route the packet. As the Destination field “A4” in the BAP header does not match its own BAP address “A5”, IAB-node 3 checks for the entry in its BAP routing configuration table which Path ID field matches “Transit Path ID 1”. This entry indicates that the packet should be forwarded to IAB-node 4, which BAP address “A4” matches the Next hop BAP address field in the table.

IAB-node 4, upon reception of the BAP packet, identifies that a Transit Path, i.e. Transit Path ID 1, is used to route the packet. It also detects that its own BAP address “A4” matches the Destination field value in the BAP header. 
IAB-node 4 checks for the entry in the BAP routing configuration table which Path ID field matches “Transit Path ID 1”. As the Destination field in this entry (i.e. “A4”) matches its own BAP address (and thus the Destination field value in the BAP header), IAB-node 4 deduces that it should send the BAP packet to its upper layers.


According to Option 2, no header rewriting is needed at boundary node. 
According to Option 2, no specific configuration is needed at boundary node.
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Proposal 1: Specific Transit Path IDs are used for performing BAP routing across two topologies. Thus, no BAP header re-writing is needed.

Proposal 2: An IAB-node parses its BAP routing configuration table according to the Path ID, instead of the full routing ID, when routing a BAP packet which Path field in the BAP header is set to a path ID which refers to a Transit Path. 




Transit paths configuration for BAP routing across two topologies

Identifying a Transit path at an IAB-node may require some prior configuration from the IAB-donor CU. In this respect, IAB-donor CU 1 and IAB-donor CU 2 (see also Figure 1and Figure 2) may negotiate a set of path IDs to be used as Transit paths for data packets offloading purpose between IAB topology 1 and IAB topology 2. 

As a first option, one additional Transit path information field may be added to each entry of the Backhaul Routing Configuration table of an IAB-node, which indicates whether the associated Path field value set in the entry refers to a Transit path or not. An IAB-donor CU may then configure this Transit path information using the BAP MAPPING CONFIGURATION message. 

Proposal 3a: A Transit path information field may be added to each entry of the Backhaul Routing Configuration table of an IAB-node / IAB-donor-DU.
As a second option, a specific Transit paths table that would gather the list of the Transit Path IDs negotiated between IAB-donor 1 and IAB-donor 2 may be configured at each IAB-node. An IAB-donor CU may then configure this Transit paths table using the BAP MAPPING CONFIGURATION message. 

Proposal 3b: A specific Transit path table, which gathers the list of the Transit path IDs to be used by the IAB-donor CU, may be configured at each IAB-node by the IAB-donor CU.


Eventually, in order to alleviate the protocol interactions between IAB-donor CU 1 and IAB-donor CU 2, a dedicated set of path IDs may be reserved in the standard for Transit Path IDs.

Proposal 3c: A set of dedicated Path IDs may be reserved in the standard for Transit path IDs.









Conclusion
In this paper, we discuss how to enable the BAP routing across two topologies, as well as how to configure the IAB-nodes and IAB-donor-DUs accordingly.

Observation 1: The BAP address cannot be used to differentiate between any two destination nodes.

Observation 2: BAP header re-writing would require extra processing and complexity at boundary node. 


Proposal 1: Specific Transit Path IDs are used for performing BAP routing across two topologies. Thus, no BAP header re-writing is needed.

Proposal 2: An IAB-node parses its BAP routing configuration table according to the Path ID, instead of the full routing ID, when routing a BAP packet which Path field in the BAP header is set to a path ID which refers to a Transit Path. 

Proposal 3a: A Transit path information field may be added to each entry of the Backhaul Routing Configuration table of an IAB-node / IAB-donor-DU.

Proposal 3b: A specific Transit path table, which gathers the list of the Transit path IDs to be used by the IAB-donor CU, may be configured at each IAB-node by the IAB-donor CU.

Proposal 3c: A set of dedicated Path IDs may be reserved in the standard for Transit path IDs.
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