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1	Introduction
In this paper, we further discuss issues related to CPAC procedures.
2	Discussion
2.1 Issues related to SN initiated inter-SN CPC
In the previous RAN2 email discussion [1], many controversial issues have been discussed and made the following agreements:
	RAN2#113bis Agreements:
1 	Source SN provides the candidate cells and it sets the execution condition per candidate cell. Signalling details are FFS (e.g. which messages and steps). 
Blind Inter-SN CPC is not precluded (but we will not optimize it)
3	FFS whether it is possible for the target SN to come up with alternative candidate cells other than what suggested by the ‎source SN. ‎



It is the common understanding that the target SN could be indicated with a list of suggested cells from the source SN. And in our view, such list of suggested cells can be indicated using the candidateCellInfoListSN IE similar as in legacy SN change. 
[bookmark: _Toc71616599]In the legacy, candidateCellInfoListSN IE is used to suggest cells for target SN to consider configuring. 
[bookmark: _Toc71616605]As a baseline, for SN initiated inter-SN CPC, candidateCellInfoListSN IE is used to suggest cells for target SN to consider configuring.

Another issue seems controversial is whether the target SN can prepare candidate PSCells that are not suggested by the source SN (e.g. not indicated in the candidateCellInfoListSN IE). In our view, we don’t see any critical reason to restrict the NW implementation, since at the end it is upon the target SN to decide and prepare candidate PSCells. 
Some companies are concerned about the scenario that if the target SN has prepared a candidate PSCell not suggested by the source SN, the MN might need to further request the source SN to provide the corresponding execution condition (e.g. step 4 and 5 in Figure B alternative 2), which is additional complex and latency. 
However, in our understanding, smart NW implementation can resolve such problem to a large part. For example:
· Assuming target SN has prepared a list of candidate PSCells and sent the corresponding RRC configurations to MN, wherein some candidate PSCells are suggested by the source SN while some are not.
· After receiving from target SN the list of candidate PSCells and their RRC configurations, MN can first determine which PSCells have their execution condition provided by the source SN, then generate the MN RRC reconfiguration message (including the PSCells with both execution condition and SN RRC reconfiguration provided) and send to UE. 
· For those prepared PSCells that do not have execution condition (e.g. not suggested by source SN), MN can wait for source SN to provide additional execution conditions after informing the list of prepared PSCells to source SN (e.g. via SN change confirm message). 
· After being informed about the list of prepared PSCells, source SN may decide to provide additional execution condition or modify previously configured execution condition. Source SN may then trigger a SN modification required procedure. 
[bookmark: _Toc71616600]For SN initiated inter-SN CPC, after receiving from target SN the list of candidate PSCells and their SN RRC configurations, by NW implementation, MN is able to determine if a prepared PSCell has execution condition provided by the source SN or not, and handles the relevant SN RRC configuration accordingly
a. [bookmark: _Toc71616601]For those prepared PSCells that have corresponding execution conditions, MN generates the MN RRC reconfiguration message including CPC execution condition and SN RRC reconfiguration.
b. [bookmark: _Toc71616602]For those prepared PSCells that do not have corresponding execution conditions (e.g. not suggested by the source SN), MN can buffer the relevant SN RRC reconfigurations and wait for possible execution condition update from source SN.
[bookmark: _Toc71616603]After being informed about the list of prepared PSCells, source SN may decide to provide additional execution condition or modify previously configured execution condition. Source SN may then trigger a SN modification required procedure. 

[bookmark: _Toc71616606]In SN initiated inter-SN CPC, target SN is allowed to prepare candidate PSCells that are not included in the cell list suggested by the source SN. 
[bookmark: _Toc71616607]Source SN triggers a SN modification required procedure if source SN decides to provide additional execution condition or modify previously configured execution condition.
[bookmark: _Toc71616608]In SN initiated inter-SN CPC, MN is not mandated to wait for CPC execution condition update from source SN before sending CPC configuration to UE.


2.2 RRC container design in one CPAC procedure
In the reply LS sent from RAN3 [2], RAN3 consults RAN2 about the following issues:
	R3-211338 Reply LS on Conditional PSCell Addition/Change agreements
· About the inter-node RRC container design
· In case multiple PSCells are prepared in one CPAC procedure, RAN3 would like to ask RAN2 to feedback on the inter-node RRC container design: will one RRC container for one PSCell be used, or one RRC container for multiple PSCells?



RAN3 has agreed to support multiple PSCells preparation in one CPAC procedure. With respect to which option all be adopted, first of all, both options can work in our view. Then, from specification impact point of view, option 2 seems to have less specification impact from RAN2 point of view since current inter-node RRC container design follows one PSCell one RRC container principle:
· Option 1: one container shall be used to convey configurations related to all PSCells 
· Option 2: each container shall only convey configurations related to one PSCell
[bookmark: _Toc71616604]Current inter-node RRC container design follows one PSCell one RRC container principle. 
[bookmark: _Toc71616609]RAN2 tries to agree that each RRC container only conveys configuration related to one PSCell.

2.3 About sending execution condition to target SN
Another issue consulted by RAN3 is if target SN shall be aware of the execution condition, and if candidate SN is aware of the execution condition, candidate SN can associate the execution condition and the RRC configuration when send them back to MN. 
	R3-211338 Reply LS on Conditional PSCell Addition/Change agreements
· About the SN initiated inter-SN CPC, RAN3 would like to ask RAN2 to feedback on the following two alternatives:
· [bookmark: _Hlk71560000]Alternative 1: MN performs the association between the execution condition received from the source SN and the RRC configuration of the candidate PSCell received from the candidate SN. 
· Alternative 2: MN forwards the execution condition received from the source SN to the candidate SN. The candidate SN sends the execution condition and the RRC configuration of the candidate PSCell to the MN.



Some company believes Alternative 1 would add complexity to MN implementation e.g. store the execution condition for a certain period and associate the execution condition with the RRC configuration. However, in our view, since there is no clear performance gain for target SN to be aware of the execution condition, Alternative 2 would simply add signalling overhead over Xn interface and shift the complexity from MN to target SN. So from system design point of view, we would prefer Alternative 1.
[bookmark: _Toc71616610]MN performs the association between the execution condition received from the source SN and the RRC configuration of the candidate PSCell received from the candidate SN. 

3	Conclusion
[bookmark: _Hlk54340589]Based on the discussion above, we observe:

Observation 1	In the legacy, candidateCellInfoListSN IE is used to suggest cells for target SN to consider configuring.
Observation 2	For SN initiated inter-SN CPC, after receiving from target SN the list of candidate PSCells and their SN RRC configurations, by NW implementation, MN is able to determine if a prepared PSCell has execution condition provided by the source SN or not, and handles the relevant SN RRC configuration accordingly
a.	For those prepared PSCells that have corresponding execution conditions, MN generates the MN RRC reconfiguration message including CPC execution condition and SN RRC reconfiguration.
b.	For those prepared PSCells that do not have corresponding execution conditions (e.g. not suggested by the source SN), MN can buffer the relevant SN RRC reconfigurations and wait for possible execution condition update from source SN.
Observation 3	After being informed about the list of prepared PSCells, source SN may decide to provide additional execution condition or modify previously configured execution condition. Source SN may then trigger a SN modification required procedure.
Observation 4	Current inter-node RRC container design follows one PSCell one RRC container principle.

Based on the discussion above, we propose:

Proposal 1	As a baseline, for SN initiated inter-SN CPC, candidateCellInfoListSN IE is used to suggest cells for target SN to consider configuring.
Proposal 2	In SN initiated inter-SN CPC, target SN is allowed to prepare candidate PSCells that are not included in the cell list suggested by the source SN.
Proposal 3	Source SN triggers a SN modification required procedure if source SN decides to provide additional execution condition or modify previously configured execution condition.
Proposal 4	In SN initiated inter-SN CPC, MN is not mandated to wait for CPC execution condition update from source SN before sending CPC configuration to UE.
Proposal 5	RAN2 tries to agree that each RRC container only conveys configuration related to one PSCell.
Proposal 6	MN performs the association between the execution condition received from the source SN and the RRC configuration of the candidate PSCell received from the candidate SN.
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Annex


Figure A: SN initiated inter-SN CPC alternative 1 [1]





Figure B: SN initiated inter-SN CPC alternative 2 [1]
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